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Abstract 
Algorithmic recourse provides counterfactual suggestions to indi-
viduals who receive unfavorable AI decisions; the aim is to help 
them understand the reasoning and guide future actions. While 
most research focuses on generating reasonable and actionable 
recourse, it often overlooks how individuals’ initial reactions to 
AI decisions influence their perceptions of subsequent recourses 
and their ultimate acceptance of the decision. To explore this, we 
conducted a user experiment (𝑁 = 534) simulating an automobile 
loan application scenario. Statistical analysis revealed that partici-
pants who initially reacted negatively to the AI decision perceived 
the recourse as less reasonable and actionable, reinforcing their 
negative attitudes. However, when the recourse was perceived as 
explaining decision criteria or proposing realistic action plans, par-
ticipants’ attitudes shifted from negative to positive. These findings 
offer design implications for recourse systems that enhance the 
acceptance of individuals negatively affected by AI decisions. 
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1 INTRODUCTION 
With the increasing integration of artificial intelligence (AI) into 
high-stakes decision-making processes and the growing demand 
for explainable AI technologies, algorithmic recourse has emerged 
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as a promising field of study. Algorithmic recourse provides indi-
viduals who have received unfavorable outcomes from AI systems 
with counterfactual action plans [85], thereby illustrating the ratio-
nale behind AI decisions [18, 34, 85] and the necessary actions for 
achieving favorable outcomes in the future [41, 42]. For instance, 
it might inform a rejected loan applicant, “Your application would 
be approved if your annual income were $10,000 higher”. The ulti-
mate goal is to provide individuals with the means to remedy and 
overcome unfavorable decisions [40]. 

Leveraging the contrastive nature of counterfactual explana-
tions [56, 57], previous research has mainly focused on developing 
recourses that are reasonable and actionable, where a reasonable 
recourse explains the decision rationale [85] and an actionable re-
course suggests feasible changes [77]. Many technical solutions 
have been proposed [40, 82], including methods for generating 
multiple consistent recourses [60] and determining optimal action 
sequences [38]. Additionally, research on individual reactions to 
recourse found that people often seek further explanations when 
recourses are counterintuitive or illogical [78] and prefer recourses 
with easily implementable suggestions [87]. These methods as-
sumed that recourse should be reasonable as an explanation and 
actionable as a plan to foster AI decision acceptance. 

However, initial attitudes of decision subjects (i.e., those who 
receive AI decisions) toward AI decisions, prior to receiving the 
recourse, may influence how they perceive the subsequent recourse 
and affect whether they finally accept that decision. Indeed, recent 
studies on AI-assisted decision-making [1, 65, 66, 68] suggest that 
a negative first impression of AI can reduce trust and reliance on 
future AI decisions [17, 58, 75], even when the AI’s performance is 
accurate [16]. We hypothesize that the initial acceptance attitude 
shapes the perception of subsequent recourses and influences the 
final acceptance of the AI’s decision. Given that reasonability and 
actionability are considered key dimensions of recourse percep-
tion [69, 80], we address the following research question: (RQ1) 
How do decision subjects’ initial acceptance of AI decisions af-
fect their perceptions of reasonability and actionability of the 
subsequent recourse provided by the AI? The analysis provides 
insights for accurately identifying recourses that reliably lead to fi-
nal acceptance. If initial attitudes influence subsequent perceptions, 
it indicates that some recourses favored by decision subjects with 
positive initial attitudes are dismissed by those with negative ones. 
Understanding these effects allows for excluding such recourses and 
uncovering ones even acceptable to decision subjects with negative 
initial attitudes. Later in this paper, we elucidate the connection 
between recourse perceptions and final acceptance through the 
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Figure 1: The scope of research questions in this study. In the experiment, five recourses are presented to each participant: 
participants provided one initial acceptance attitude rating, five sets of recourse evaluations, and five final acceptance attitude 
ratings corresponding to the recourses (see Section 3.3.3). 

following RQ2, identify recourses that reverse acceptance attitudes 
based on findings of RQ1 and RQ2, and explore the characteristics 
of these recourses in the following RQ3. The relationship of the 
research questions in this study is illustrated in Figure 1. 

We then examine how perceptions of recourse influence the final 
acceptance of AI decisions. Existing literature suggests that reason-
able and actionable recourse provides a satisfactory explanation, 
allowing decision subjects to accept AI decisions [40]. However, the 
direct impact of these factors on acceptance attitudes has not been 
empirically investigated. To address this gap, we pose the following 
research question: (RQ2) How do decision subjects’ perceptions 
of recourse reasonability and actionability affect their final 
acceptance of AI decisions? 

Finally, we investigate the recourse characteristics that con-
tribute to changes in the subjects’ attitudes toward AI decisions. 
Specifically, we analyze the types of recourse provided in cases 
where an initially negative attitude turned positive, or vice versa: 
(RQ3) What types of recourse lead decision subjects who ini-
tially did not accept AI decisions to finally accept them, or 
those who initially accepted AI decisions to finally not accept 
them? 

To investigate these research questions, we conducted a user 
study with 534 participants simulating an automobile loan scenario. 
While the applicability of this scenario to domains requiring distinct 
expertise or domain knowledge (e.g., healthcare, legal decisions) 
remains an open question for future research, we chose its scenario 
because financial credit assessment has been a focal area in nu-
merous recourse studies [23, 39, 52, 77, 87]. To enhance the realism 
of the scenarios, we recruited participants genuinely interested in 
purchasing a car and asked them to submit their profile data for AI 
evaluation. After receiving the AI evaluation, participants assessed 
their acceptance of the AI’s decision at two points: before and after 
the recourse was provided. They also evaluated the reasonability 
and actionability of the recourse and offered open-ended explana-
tions of their assessments. Note that this study does not consider 
feasibility, the likelihood of a sequence of actions proposed by a 

recourse being observed in reality [67], which may cause ambiguity 
in how participants interpret recourses (Section 6.3.1) and may 
confound the relationship of recourse perceptions with acceptance 
attitudes (Section 3.2.5), but we took experimental measures to mit-
igate its impact and ensure the validity of our study (Section 3.2.4). 

We found that initial attitudes toward an AI decision significantly 
influence perceptions of the subsequent recourse and, consequently, 
the final acceptance of that decision. Specifically, the more negative 
the initial attitude, the less reasonable and actionable the recourse 
was perceived, leading to a more negative final acceptance. How-
ever, acceptance attitudes shifted from initial to final based on how 
individuals interpreted the recourse. When the recourse was seen 
as clearly explaining the decision criteria, highlighting their short-
comings, and offering a plan that was achievable with some effort, 
the attitudes changed from negative to positive. Conversely, the 
attitudes shifted from positive to negative when the recourse was 
perceived as disregarding fairness or lacking relevance to real-world 
contexts. 

The contributions of this study are three-fold: 

(1) We provide empirical evidence that initial attitudes toward 
AI decisions significantly influence how decision subjects 
perceive the recourse offered by the identical AI. Specifically, 
negative attitudes lead to the recourse being viewed as less 
reasonable and actionable, resulting in a more negative final 
acceptance of the decision. 

(2) We identified key recourse characteristics influencing ac-
ceptance attitudes, including clear explanations of decision 
criteria and personal shortcomings, proposals for plans fea-
sible with a practical range, consideration of fairness, and 
alignment with individuals’ daily lives, work, and societal 
contexts. 

(3) Based on these findings, we presented design implications 
for systems that generate effective recourse to facilitate the 
acceptance of AI decisions and outlined future research di-
rections to advance these systems. 
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2 RELATED WORK 

2.1 Perceptions of AI Decision Making 
As AI systems increasingly engage in complex tasks with high ac-
curacy and participate in human decision-making, understanding 
how people perceive automated decisions has become a key focus 
of recent AI research. “Automated decision-making” here refers to 
the process where AI or machine learning models make evaluations 
or assessments based on predefined criteria, such as financial credit 
assessments [48, 59], medical diagnoses [5, 12], employment deci-
sions [46, 71], and legal judgments [6]. Given that such high-stakes 
decisions significantly impact people’s time, money, and lives, it 
is crucial that AI systems are transparent [15, 21], reliable [79, 93], 
unbiased and fair [20, 27, 55], and accountable [63]. 

Among factors affecting perceptions of AI systems such as the ex-
pertise required for the decision [28, 31], the nature of the task [13, 
73], and AI performance [35], the roles of the person in the decision-
making process are particularly significant [32, 50]. Key stakehold-
ers include decision makers, who utilize or collaborate with AI in 
making judgments, and decision subjects, who receive judgments 
from AI [81]. Research focusing on decision makers’ perspectives 
is notably extensive and of significant interest [1, 65, 66, 68]. In the 
context of AI-assisted decision making and Human-AI collabora-
tion, researchers have investigated the process of building trust with 
decision makers [36, 53, 93] and the impact of algorithmic biases 
and errors [58]. They found that, if users perceive an AI system neg-
atively due to errors or biases, their trust in the system diminishes 
significantly [75], leading them to avoid reliance on AI for decision 
support [16, 58]. Conversely, when users initially view AI as highly 
accurate, they are prone to accept its suggestions [61, 62, 91]. These 
findings are useful for developing AI decision-making systems that 
foster trust and confidence of decision makers. 

While decision subjects interact with AI systems differently from 
decision-makers, they often want to understand how AI decisions 
affect them [23]. For instance, when given explanations, decision 
subjects may be concerned not only with whether the decisions 
are fair and reliable [47, 86], but also with whether the decisions 
are mechanical [47] and whether they have the opportunity to 
contest the suggestions [33, 85]. Although research on decision sub-
jects is less extensive compared to that on decision-makers, some 
studies have explored design principles to address these concerns. 
Research on algorithmic review in AI decision-making shows that 
decision subjects prefer having explanations and the ability to con-
test decisions [92] and generally favor human reviewers over AI 
reviewers [51, 52]. Moreover, while decision subjects desire fairness 
in AI decisions, they are more likely to continue using the system if 
they expect it to deliver favorable outcomes [23]. These effects are 
particularly pronounced when there is a high level of distrust in 
existing systems [8] or when the decisions will significantly impact 
the subjects [51]. 

Inspired by these research findings, we hypothesize that, if deci-
sion subjects initially have a negative (positive) perception of AI 
decisions, their assessment of subsequent recourses and final ac-
ceptance of the decisions may worsen (improve). We argue that our 
research is novel in that it tests this hypothesis within the field of 
algorithmic recourse specifically focusing on decision subjects. In 
this investigation, it is important to target decision subjects because 

they are directly impacted by negative outcomes from AI systems 
and actively seek to overcome them. According to Girotto et al. 
[24], when individuals engage in counterfactual thinking follow-
ing a negative outcome (e.g., being denied a car loan by a bank), 
they explore alternative solutions within the context (e.g., working 
longer hours for higher income) if they are actors directly involved, 
whereas they avoid facing the outcome by choosing not to tackle a 
given problem directly (e.g., opting not to apply for a loan) if they 
are external observers. In other words, actors attempt to modify the 
problem’s available elements, unlike observers, who seek to alter 
the problem’s underlying assumptions. Since algorithmic recourse 
is designed to help actors address such challenges, attitudes toward 
AI decisions and perceptions of recourse should be evaluated by ac-
tors, that is, decision subjects rather than observers. The process of 
selecting appropriate participants for our experiment (i.e., decision 
subjects) is described in Section 3. 

2.2 Algorithmic Recourse and Its Fundamental 
Assumption 

The field of algorithmic recourse began with Wachter’s formulation 
of the problem in 2018 [85]. As it is an emerging field, its definition 
varies among researchers. For example, Joshi et al. [34] defines it 
as “an actionable set of changes a person can undertake to improve 
their outcome”. Ustun et al. [77] describes it as “the ability of a per-
son to achieve a desired outcome from a fixed model”. More broadly, 
Venkatasubramanian and Alfano [80] defines it as “the systematic 
process of reversing unfavorable decisions made by algorithms and 
bureaucracies across various counterfactual scenarios”. Although 
no single definition is universally accepted, the core philosophy 
of algorithmic recourse research is to develop methods that allow 
decision subjects to understand and overturn unfavorable decisions 
made by AI systems [40]. 

To this end, algorithmic recourse provides counterfactual sug-
gestions to decision subjects, enabling them to understand the 
rationale behind AI decisions [18, 34, 85] and to act on these sug-
gestions [41, 42]. Recent research has, therefore, concentrated on 
developing counterfactual suggestions that are both reasonable 
and actionable. From a technical perspective, this involves defining 
objective functions to assess the reasonability and actionability of 
recourses and optimizing these functions (see extensive reviews 
in [40, 82]). Researchers have proposed methods to generate re-
courses that ensure fairness [27, 84], provide diverse and consistent 
options [60], capture the distribution or causal relationships among 
suggestion items [37, 42, 67], and outline the sequence for imple-
menting the suggestions [37]. Given the high computational cost 
of implementing recourse systems, research has also developed 
efficient and scalable techniques for recourse calculation [54, 83]. 

Despite significant technological advances, few studies have 
demonstrated the effectiveness of these developments [43]. This 
gap has prompted several user experiments that attempt to address 
the issue, and preliminary results have been reported [45, 76, 78, 88]. 
Typical experimental designs in previous studies involve training 
AI models with existing datasets [87], having participants role-play 
as data subjects extracted from these datasets or as fictional char-
acters in specific scenarios [23, 51, 52, 87], and then asking them 
to assess the provided counterfactual suggestions. According to 



CHI ’25, April 26–May 01, 2025, Yokohama, Japan Tominaga et al. 

a study simulating a loan application scenario, decision subjects 
requested additional explanations when presented with counterin-
tuitive or illogical recourse options [78], because people generally 
expect AI systems to closely replicate human reasoning [78] and 
offer perfect and consistent responses [19]. Wang et al. [87] devel-
oped an interactive interface, GAM Coach, that allows decision 
subjects to select recourse options that fit their preferences. Their 
exploratory study of loan-related recourse, analyzing user logs and 
survey responses, revealed that users preferred recourses that they 
could easily implement at their discretion [87]. These results sug-
gest that decision subjects tend to favor recourses that are both 
reasonable and actionable. 

However, the underlying assumption—that decision subjects ac-
cept AI decisions whenever the recourse is reasonable and actionable— 
has not yet been tested. In other words, the connection between 
perceptions of recourse reasonability and actionability and the ac-
ceptance of AI decisions remains unclear. Therefore, we aim to 
validate this assumption. Through this validation, we seek to link 
final acceptance of AI decisions with perceptions of recourses and 
explore how initial acceptance attitudes influence final acceptance 
attitudes through recourse perceptions. 

3 EXPERIMENT 
We conducted an online experiment to investigate the relationship 
between decision subjects’ acceptance of AI decisions and their 
perceptions of recourses. To replicate a realistic situation where de-
cision subjects receive unfavorable outcomes, we used an auto loan 
application scenario and carefully selected participants appropriate 
for this context. Participants submitted their profile data, received 
a rejection notice, and then indicated whether they could accept 
the decision at that stage. Each subsequently assessed the recourse 
provided in terms of reasonability and actionability, wrote their 
evaluation reasons, and finally indicated whether they could accept 
the decision after considering the recourse. 

This experiment involving human subjects was reviewed and 
approved by the external review board of the Public Health Research 
Center1 (approval number: PHRF-IRB 24A0002). All procedures 
were conducted in accordance with the provided guidelines. 

3.1 Scenario Design 
This study employs a hypothetical scenario in which participants 
apply for an auto loan. Participants are instructed to imagine them-
selves visiting a financial institution and undergoing the loan ap-
plication process. The auto loan scenario was selected due to its 
relevance in recourse research within the finance domain [39, 77]. 
It is also a critical area of study in high-stakes decision-making in 
both the ML and HCI communities [23, 52, 87]. Among services 
and goods financed through loans—such as education, housing, and 
business—cars are the most common, relatively expensive, and pri-
marily owned and used by participants themselves. This makes the 
auto loan scenario familiar and relatable to participants, enabling 
them to easily imagine the situation, recognize the AI decision as 
high stakes, and consider their personal context. 

The scenario is described as follows: 

1https://www.phrf.jp/rinri/ (only in Japanese) 

Current profile Ideal profile 

… … … 

Employment Private company Private company 

Job Title Employee ⇒ Manager 

Years of Service 1-3 years ⇒ 5-10 years 

… … … 

Figure 2: An example of recourse provided to a decision sub-
ject 

Participants seek an auto loan amounting to one-third 
of their annual income. They visit a financial institu-
tion, submit their profile data for evaluation, and an 
AI system assesses their application. The AI determines 
their eligibility based on criteria derived from a vast 
internal database and ultimately rejects their loan re-
quest. To understand the rejection and identify actions 
necessary for future approval, they will review several 
recourse options generated by the AI. 

Here, we assumed that the financial institution has a policy of 
rejecting applicants seeking loans exceeding one-quarter of their 
annual income. Consequently, all participants’ applications were 
denied. This policy was not disclosed to participants during the 
experiment. 

In this scenario, the loan amount is set relative to each applicant’s 
annual income to adjust the repayment burden among participants. 
For instance, if the loan amount were fixed at $50K, approval would 
require an annual income exceeding $200K for all applicants. This 
would result in significant variation: a participant earning $60K 
would face a much larger gap to the approval threshold compared 
to someone earning $180K, potentially leading to more burden-
some recourse suggestions for the lower-income participant than 
the higher-income participant. To mitigate such disparities in per-
ceived recourse burden and gather within-subjects insights into 
how participants evaluate recourse options (e.g., a participant who 
perceives a recourse as less burdensome is more likely to accept the 
decision outcome), we designed the scenario with loan amounts 
proportional to each participant’s income. 

3.2 Recourse Computation 
Given a profile that was rejected by the AI, recourse is generally 
computed by identifying its contrastive profile from the AI’s train-
ing database. Here, we refer to the given profile as the input sample 
and the contrastive profile from the AI’s database as the counter-
factual sample. The difference between these samples is the basis 
for constructing the recourse, which is then presented to the deci-
sion subjects. An example of this is illustrated in Figure 2 (current 
and ideal profiles correspond to input and counterfactual samples, 
respectively). The following sections will explain the general mech-
anism of this calculation and the steps for generating the recourses 
presented to participants in this experiment. 

3.2.1 Basic Scheme. As mentioned in the related studies [40, 82], 
solving the following optimization problem is a fundamental and 

https://www.phrf.jp/rinri/
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straightforward approach for generating recourse: Given 𝑁 dimen-
sional features 𝑋 = 𝑋 1 × · · · × 𝑋 𝑁 , a subset 𝑃 (𝑋 ) ⊆ 𝑋 defined by 
specific conditions, and a pre-trained binary classification AI model 
(e.g., for loan assessment) 𝐹 : 𝑋 → {Approval, Rejection}, the ob-
jective is to find a counterfactual sample 𝑥 ∗ for an input sample 𝑥 
that receives an unfavorable decision (i.e., 𝐹 (𝑥 ) = Rejection). This 
problem can be formulated as follows: 

𝑥 ∗ = argmin     ∗ 𝑑 (𝑥, 𝑥 ) subject to 𝐹 (𝑥 ∗ ) ≠ 𝐹 (𝑥 ) (1) 
𝑥,𝑥 ∗ ∈𝑃 (𝑋 ) 

Here, the objective function 𝑑 : 𝑋 ×𝑋 → R>0 represents a distance 
metric that quantifies the degree of divergence between the input 
sample and the counterfactual sample, such as 𝐿0 and 𝐿1 norms. 

The input sample 𝑥 and the counterfactual sample 𝑥 ∗ are 𝑁 -
dimensional vectors representing their profile data. In this experi-
ment, the use of the distance function 𝑑 is detailed in Section 3.2.2, 
while the roles of the constraints 𝐹 𝑥 ∗( ) ≠ 𝐹 (𝑥 ) and the subspace 
𝑃 (𝑋 ) are mentioned in Section 3.2.3. 

3.2.2 Distance Metrics. We use 𝐿0 norm and 𝐿1 norm as the dis-
tance function 𝑑 to measure the divergence between the input 
sample 𝑥 and the counterfactual sample 𝑥 ∗ . These are most com-
monly used in prior research [40, 82]. These metrics are referred to 
as 𝑆𝑝𝑎𝑟 𝑠𝑖 𝑡𝑦 and 𝑃 𝑟 𝑜𝑥 𝑖𝑚𝑖𝑡 𝑦 , respectively. 𝑆 𝑝𝑎𝑟 𝑠𝑖𝑡 𝑦 counts the num-
ber of features changed, while 𝑃 𝑟 𝑜𝑥 𝑖𝑚𝑖𝑡 𝑦 represents the Manhattan 
distance between the samples. 

Specifically, we first compute the perturbation 𝛿 needed to trans-
form 𝑥 into  𝑥 ∗ as follows:  

 ∗ I[𝑥 ≠ 𝑥𝑖  
𝑖 = 𝑖  ] if 𝑥𝑖 ∈ C, 
𝛿  

 ∗ (2)
|𝑥 − 𝑥
𝑖 𝑖 |/𝑀𝑖 otherwise, 

where I is the indicator function, C is a set of nominal variables 
(i.e., 𝑖 = 1, 2, 4, 15, 16 in Table 1), and 𝑀𝑖 is the maximum range for 
the 𝑖 -th feature, normalizing each feature scale from 0 to 1. 

Using the perturbation 𝛿 , we compute 𝑆 𝑝 𝑎𝑟 𝑠𝑖𝑡 𝑦 and 𝑃 𝑟 𝑜 𝑥 𝑖𝑚𝑖𝑡𝑦 
as follows: ∑︁ 

Sparsity = I[𝛿𝑖 ≠ 0], ∑︁𝑖  (3) 
Proximity = 𝛿𝑖 . 

𝑖 

Smaller values indicate a recourse that is more sparse (i.e., fewer 
feature changes) and more proximate (i.e., closer). 

3.2.3 Conditions of Counterfactual Samples. In this experiment, a 
counterfactual sample  𝑥 ∗ for an input sample 𝑥 is extracted from an 
existing pool of profile data [76]. The extraction process is governed 
by two key conditions. First, the annual income of the counterfac-
tual sample 𝑥 ∗ must be at least 4/3 times that of the input sample 
𝑥 . In this scenario, given that the financial institution follows the 
internal policy of rejecting applicants whose loan requests exceed 
one-quarter of their annual income, participants applying for a 
loan amounting to one-third of their annual income are rejected. 
Consequently, for a participant’s application to be approved, the 
counterfactual sample must have an annual income at least 4/3 times 
greater than the participant’s income. This requirement ensures 
that 𝐹 (𝑥 ∗) = Approval, while 𝐹 (𝑥 ) = Rejection (i.e., 𝐹 ∗(𝑥 ) ≠ 𝐹 (𝑥 )). 

Second, both the input sample and counterfactual sample must 
adhere to the constraints related to features listed in Table 1. These 
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Figure 3: Frequency distribution of distance metrics for the 
selected recourses used for evaluation 

constraints define the subspace 𝑃 (𝑋 ) and ensure that the recourse 
does not involve changes to features that are immutable or realisti-
cally impossible. For example, features such as degree (#3), job title 
(#5), years of service (#6), or management experience (#7) can be 
increased but not decreased, as reducing these features is consid-
ered highly unrealistic. Similarly, removing personal experiences 
or skills—such as job change experience (#11), overseas work expe-
rience (#12), study abroad experience (#13), or best scores in ability 
tests (#14)—is also not feasible. Other features are not subject to 
these constraints. These conditions allow us to construct recourse 
within the theoretically possible range. 

3.2.4 Process for Selecting Counterfactual Samples to Construct 
Recourse. When an input sample is given, counterfactual samples 
meeting the conditions in Section 3.2.3 are selected as recourse can-
didates. Based on the prior finding that smaller recourse distances 
are associated with a greater propensity to act the recommended 
changes [76], we selected five counterfactual samples from the 
recourse candidates for each participant using the following proce-
dure: one of the most sparse samples; one of the most proximate 
samples, other than the one selected in the first step; and three 
samples randomly chosen, other than those selected in the first 
two steps. This procedure assigned both short- and long-distance 
recourses to each participant, thereby balancing the distribution of 
recourse distances across participants and controlling for the influ-
ence of the distance metrics on participants’ recourse evaluation. 
The distribution of distance metrics of the recourses selected using 
this procedure is shown in Figure 3. 

3.2.5 Methodological Limitations. In computing recourses, we did 
not account for the feasibility of recourse, indicating the likelihood 
that the sequence of actions suggested by the recourse aligns with 
the distribution of the observed data [67]. Considering that fea-
sibility may influence participants’ recourse perceptions, if it is 
unevenly distributed across participants, it could introduce con-
founding biases that distort our results. For example, even if RQ1 
reveals that participants with a negative initial acceptance attitude 
rate the recourse lower, presenting such participants with recourse 
of low feasibility in a biased manner makes it difficult to determine 
whether the low ratings are due to their negative initial attitude or 
the low feasibility of the recourse. 

While we acknowledge the limitation of not directly observing 
feasibility, we emphasize that we minimized this potential impact 
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Figure 4: Overall experimental procedure 

by randomly selecting a part of recourses for each participant (Sec-
tion 3.2.4), promoting even distribution of recourse feasibility across 
participants. Although there remains room for further validation to 
achieve more refined experimental results, the experimental data 
is, nevertheless, sufficient to support the validity of our study. 

3.3 Experimental Procedure 
The experiment was conducted from February 7 to March 21, 2024 
in Japan. The overall flow of the experiment is illustrated in Figure 4. 
Participants first read the experiment’s instructions and submit-
ted the consent form, followed by a screening survey to confirm 
eligibility. Eligible participants were then asked to imagine the ex-
periment scenario and submit their profile data. Using this data, we 
constructed five recourses for each participant. Finally, participants 
received a loan rejection notice and evaluated their acceptance of 
the decision and their perception of the recourses presented to 
them. 

3.3.1 Recruitment and Screening of Participants. Participants were 
recruited through the online 2 research company ASMARQ  . A total 
of 550 Japanese individuals were gathered. The sample comprised 
402 males (73.1%) and 148 females (26.9%), with an average age 
of 48.9±10.3 years. Participants who completed all surveys were 
compensated with 3 600 JPY  . The median completion times for the 
surveys were approximately 1 minute for the screening, 2 minutes 
for the profile data, and 15 minutes for evaluating AI decisions and 
recourses. 

A screening survey was administered to ensure participants met 
the following four criteria: (1) currently employed by a private 
company or public institution, (2) interested in purchasing a car, (3) 
not holding a loan at the time of participation, and (4) having an 
annual income of less than 10 million JPY. The first criterion ensured 
the exclusion of students and focused on working individuals. The 
second criterion made the experiment more realistic by involving 
participants who were actually interested in buying a car. The third 
criterion avoided situations where participants with existing loans 
might consistently rate actionability as too low for any recourse. 
The fourth criterion ensured we could select five counterfactual 
samples per participant from the data pool4 . 

2https://www.asmarq.co.jp/global/
3600 JPY is equivalent to 4.24 USD as of September 2024. 
4If an applicant’s income is 10 million JPY, the ratio of counterfactual samples that 
meet the conditions is only 1.47% in the data pool [76]. 

3.3.2 Submission of Profile Data. After confirming eligibility, par-
ticipants submitted profile data necessary for evaluation based on 
the experimental scenario. As shown in Table 1, we selected 16 
items for the profile data. 

We used basic demographic information (#1-#3), current employ-
ment details (#4-#10), professional experience and skills (#11-#14), 
and personal network information (#15, #16). These items corre-
spond to attributes found in loan-scenario user studies [76, 92], ma-
chine learning datasets for financial credit assessments [4, 29, 90], 
or typical resumes [9, 14], assuming that they relate to individuals’ 
creditworthiness and employment stability. 

We excluded immutable features such as gender, place of birth, 
and nationality, which cannot be changed by individual’s choice or 
abilities [44]. Although these features might sometimes offer reason-
able explanations, they always make recourses unactionable [40]. 
Additionally, due to the experimental design, annual income was 
omitted from the profile data. Participants were placed in a sce-
nario where they were rejected due to insufficient income relative 
to the requested loan amount, which was not disclosed to them. 
Inspired by the idea that recourse is more useful when it covers 
a diverse range of counterfactuals [70, 85], we aimed to replicate 
scenarios where various suggested changes are included in the re-
course. However, if annual income was included in the profile, the 
recourse would invariably suggest an increase in income, which 
significantly restricts its diversity. For example, for recourses with 
𝑆 𝑝𝑎𝑟 𝑠𝑖𝑡𝑦 = 1, the variation in the suggested items would be com-
pletely eliminated. To prevent this issue, annual income was not 
included as a profile data item for the recourse. 

3.3.3 Evaluation of AI Decisions and Recourse. Participants were 
notified of their loan application rejection and subsequently evalu-
ated both the decision and the recourse provided. The procedure 
followed these steps: 

(1) Participants receive a brief overview of the experimental 
scenario, followed by the rejection notice. 

(2) They indicate their initial acceptance attitudes toward the 
decision: “Do you accept this decision on your loan applica-
tion?” (rated on a 7-point scale from strongly no to strongly 
yes). 

(3) They are briefed on the purpose and details of the action 
plans (recourses) suggested by the AI. 

(4) They receive five recourses and perform the following eval-
uations for each one. Since the recourses are presented in 
succession, they repeat these evaluations a total of five times. 

(a) They evaluate recourse reasonability and provide their 
evaluation reasons in an open-ended response: “Do you 
consider the AI system’s proposed plan to be a reasonable ex-
planation for the rejection of your loan application?” (rated 
on a 7-point scale: strongly no to strongly yes), and “Why 
did you rate it this way?”. 

(b) They evaluate recourse actionability and provide their 
evaluation reasons in an open-ended response: “How dif-
ficult or easy do you find it to implement the AI system’s 
proposed plan?” (rated on a 7-point scale: very difficult to 
very easy), and “Why did you rate it this way?”. 

(c) They indicate their final acceptance attitudes toward 
the decision: “Having seen the AI system’s proposed plan, 

https://www.asmarq.co.jp/global/
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Table 1: Profile data items, options, and constraints. 𝑥𝑖 and 𝑥 ∗ 
𝑖
are 𝑖 -th features of input and counterfactual sample vectors 

(e.g., 𝑥 ∗ 
3 = 1 means that the counterfactual sample’s “Education” is a “High school”). The constrains column describes feature 

conditions of a counterfactual sample 𝑥 ∗ to be selected for a suggested recourse given an input sample 𝑥 . 

# Profile item (feature) Option Constraints 

1 Residence 1. Tokyo / 2. Other than Tokyo – 
2 Type of residence 1. Owned house / 2. Rental housing – 
3 Education 1. High school / 2. Junior college / 3. University (bachelor) / 4. Graduate school (master) 

/ 5. Graduate school (doctor) 
𝑥 ∗ 
3 ≥ 𝑥 3 

4 Employment 1. Private company / 2. Public institution – 
5 Job title 1. Employee / 2. Supervisor / 3. Section head / 4. Section chief / 5. Assistant general 

manager / 6. Manager / 7. General manager / 8. Executive director / 9. Senior executive 
director / 10. President 

𝑥 ∗ 
5 ≥ 𝑥 5 

6 Years of service 1. 0-1 year / 2. 1-3 years / 3. 3-5 years / 4. 5-10 years / 5. 10-20 years / 6. 20- years 𝑥 ∗ 
6 ≥ 𝑥 6 

7 Management career 1. No / 2. 0-1 year / 3. 1-3 years / 4. 3-5 years / 5. 5-10 years / 6. 10-20 years / 7. 20- years 𝑥 ∗ 
7 ≥ 𝑥 7 

8 Daily working hours 1. 0-2 hours / 2. 2-4 hours / 3. 4-6 hours / 4. 6-8 hours / 5. 8-10 hours / 6. 10-12 hours / 7. 
12- hours 

– 

9 Daily remote working hours 1. 0-2 hours / 2. 2-4 hours / 3. 4-6 hours / 4. 6-8 hours / 5. 8-10 hours / 6. 10-12 hours / 7. 
12- hours 

– 

10 Number of side jobs 1. No / 2. 1 job / 3. 2 jobs / 4. 3 jobs / 5. 4 jobs / 6. 5- jobs – 
11 Job change experience 1. No / 2. Yes 𝑥 ∗ 

11 ≥ 𝑥11 
12 Overseas work experience 1. No / 2. Yes 𝑥 ∗ 

12 ≥ 𝑥12 
13 Study abroad experience 1. No / 2. Yes 𝑥 ∗ 

13 ≥ 𝑥13 
14 Best TOEIC† score 1. No / 2. 10-400 / 3. 400-495 / 4. 500-595 / 5. 600-695 / 6. 700-795 / 7. 800-895 / 8. 900-990 𝑥 ∗ 

14 ≥ 𝑥14 
15 Facebook use 1. No / 2. Yes – 
16 LinkedIn use 1. No / 2. Yes – 
†This stands for the Test Of English for International Communication (TOEIC ) Listening & Reading Test (https://www.iibc-
global.org/english/toeic/test/lr.html), one of the most widely recognized English proficiency tests in Japan, commonly used for 
admissions and job interviews. Scores range from 10 to 990, in increments of 5 points. 

®

do you now accept this decision on your loan application?” 
(rated on a 7-point scale from strongly no to strongly yes). 

In step 4b, we also asked whether the suggested changes were 
immutable for participants. As noted in Section 3.3.2, recourses 
involving immutable changes are not actionable. However, this 
ultimately depends on the individual. Therefore, we directly asked 
participants to assess immutability, and any recourse deemed im-
mutable was excluded from the analysis. 

Through these steps, participants provided one initial acceptance 
attitude rating, five sets of recourse evaluations, and five final accep-
tance attitude ratings corresponding to the recourses. To minimize 
the effect of recourse presentation order on the final acceptance 
ratings, five recourses were presented in a randomized order. This 
within-subject design allows for examining participants’ reactions 
to different recourses and the resulting acceptance attitudes toward 
the AI decision. For more details of the survey flow and questions, 
please refer to the supplementary materials. 

4 ANALYSIS 
A total of 2750 data points were collected from 550 participants 
regarding their acceptance of the AI decision and their perceptions 
of the recourse reasonability and actionability. Of these, 231 data 
points were excluded because participants indicated that the sug-
gested profile changes were immutable, leaving 2519 data points 

from 534 participants for further analysis. For the data availability, 
please refer to the supplementary materials. 

4.1 Impacts of Initial Acceptance on Perceived 
Reasonability and Actionability (RQ1) 

To examine the impact of initial acceptance of AI decisions on 
the perceived reasonability and actionability of recourse, we uti-
lize Generalized Additive Models (GAMs). This non-parametric 
regression method with nonlinear basis functions captures complex 
relationships between explanatory and objective variables through 
smoothing splines. For the mathematical structure of the model, 
please refer to Appendix A.1.1. 

For RQ1, the explanatory variable is initial acceptance, while 
the objective variable is either perceived reasonability or perceived 
actionability. Consequently, two distinct smoothing spline func-
tions were constructed using the GAM. An F-test was performed 
within the model to assess whether initial acceptance significantly 
influences perceived reasonability or actionability. 

We also conducted a post hoc power analysis. To assess the power 
of analytical models involving nonlinear functions like GAM, we 
used two approaches. The first approximated power using a calcu-
lation method of linear multiple regression models (via G*Power), 
and the second estimated the probability of the GAM’s predictors 
achieving the significance level through repeated simulations (via 
RStudio). In the first approach, the effect size was based on the 

https://www.iibc-global.org/english/toeic/test/lr.html
https://www.iibc-global.org/english/toeic/test/lr.html
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adjusted R-squared values of the GAM. In the second, we repeated 
the process of generating simulated data, fitting the GAM to the 
data, and testing the statistical significance of its predictors, and 
measured the probability of achieving the significance level. Here-
after, let the power calculated from the first approach be denoted as 
𝑃 lmr and that from the second as 𝑃sim. In both cases, the significance 
level was 𝛼 = 0.01. 

4.2 Impacts of Perceived Reasonability and 
Actionability on Final Acceptance (RQ2) 

This analysis uncovers the impact of perceptions of recourse rea-
sonability and actionability on the final acceptance of AI decisions. 
Given that perceived reasonability, perceived actionability, and final 
acceptance are paired data repeatedly measured from a single par-
ticipant, we utilized Generalized Additive Mixed Models (GAMMs) 
to derive within-subject insights (e.g., if a decision subject perceives 
recourse as more reasonable or actionable, she/he is more likely to 
accept the AI decision). GAMM extends the generalized additive 
model (GAM) by incorporating mixed effects, accounting for the 
individual subject-specific effects. For the mathematical structure 
of the model, please refer to Appendix A.1.2. 

In this GAMM, the objective variable is final acceptance, and the 
explanatory variables are perceptions of reasonability and action-
ability. As with RQ1, we performed an F-test to determine whether 
explanatory variables significantly affect the final acceptance and 
confirmed its statistical power 𝑃lmr and 𝑃sim. 

4.3 Properties of Recourses Affecting Shift in 
Acceptance Attitudes (RQ3) 

RQ3 aims to identify the properties of recourses from the perspec-
tive of decision subjects when their acceptance attitude changes. 
We analyzed the open-ended responses explaining the reasons for 
evaluating the recourse that was presented when acceptance atti-
tudes changed from negative to positive or from positive to negative. 
These patterns of changes in acceptance attitudes are called NP 
group (negative to positive) and PN group (positive to negative) 
hereafter. 

Since initial and final acceptance attitudes are assessed on a 7-
point scale, we categorized them as negative if the rating is 3 or 
below and as positive if it is 5 or above. Here, ratings of 4 were 
considered neutral and excluded. This yielded 307 recourse evalua-
tion data from 97 participants for the PN group and 321 recourse 
evaluation data from 145 participants for the NP group. Among all 
participants (534), 267 finally accepted the decision, while 448 did 
not. It should be noted that each participant evaluated their final 
acceptance attitudes for five recourses, potentially exhibiting both 
positive and negative attitudes. 

For the open-ended responses to “Why did you rate it this way?” 
on these recourses, we performed a qualitative analysis using re-
flexive thematic analysis [7]. One author generated initial codes 
from participants’ responses, which were then reviewed and re-
fined through discussions with another author to group them into 
themes. Afterwards, we asked two external researchers to code 
the reasons for the evaluation of reasonability and actionability, 
respectively (four coders in total), and confirmed their substantial 
agreement for each (Cohen’s kappa 𝜅 = 0.64, 0.61). This qualitative 
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(a) The smoothing spline function of 
initial acceptance attitudes against per-
ceived reasonability obtained by the 
GAM fitting. 
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(b) The smoothing spline function of 
initial acceptance attitudes against per-
ceived actionability obtained by the 
GAM fitting. 

Figure 5: Smoothing spline functions derived from the gen-
eralized additive models (GAMs) explaining perceptions of 
reasonability (a) and actionability (b) based on initial accep-
tance of AI decisions. The black curve represents the mean, 
and the gray shading shows the 95% confidence interval. 

analysis provides a detailed understanding of the recourse charac-
teristics from the decision subjects’ perspective that lead to changes 
in acceptance attitudes. 

At the same time, we acknowledge that readers of this study may 
be concerned with the consistency of our analysis results (RQ3). 
In response to this, we asked two external researchers (for a total 
of four coders) to independently code the free-text responses con-
cerning the reasons for evaluating reasonability and actionability, 
using the codebook agreed upon by the authors. The results re-
vealed Cohen’s kappa values of 0.64 and 0.61, indicating substantial 
agreement between the coders. 

5 RESULTS 

5.1 Impacts of Initial Acceptance on Perceived 
Reasonability and Actionability (RQ1) 

Table 2 shows the statistical values drawn from the generalized ad-
ditive models (GAMs). We found that initial acceptance has a statis-
tically significant impact on both perceived reasonability (𝐹 = 61.08, 
𝑝 < 0.001, 𝑅 2 = 0.069, 𝑃 lmr > 0.80, 𝑃sim > 0.80) and actionabil-
ity (𝐹 = 9.78, 𝑝 < 0.001, 𝑅 2 = 0.009, 𝑃lmr > 0.80, 𝑃sim > 0.80). 
Figure 5 illustrates the smoothing spline functions of each GAM. 
Perceived reasonability increases with more positive initial accep-
tance and decreases with more negative initial acceptance. While 
perceived actionability also shows a positive correlation with initial 
acceptance, its impact is less pronounced compared to perceived 
reasonability. Specifically, when comparing the output values of 
the smoothing spline functions for initial acceptance scores of 1 
and 7, the function of perceived reasonability shows a difference of 
approximately 1.85, while that of perceived actionability displays a 
difference of about 0.57. 

Overall, initial acceptance of AI decisions significantly influences 
both perceptions of reasonability and actionability, with a stronger 
effect on the former. This suggests that those who find it hard 
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Table 2: Statistical values obtained from the generalized additive models (GAMs) explaining perceived reasonability or ac-
tionability from the initial acceptance attitudes toward AI decisions (Smth: Whether or not the variable is a smoothing term. 
Coef, S.E., t value: Coefficient values, standard errors, and t values of the intercept. EDF : Effective degrees of freedom of the 
smoothing term. Higher EDF implies more complex, wiggly splines. When the EDF value is close to 1, it is close to being a linear 
term. F value: The statistical value from the F-test to verify whether the smoothing term is equal to zero. If it is significant, the 
smoothing term is an influential variable. AIC: Akaike information criteria.) 

Objective variable Explanatory variable Smth Coef S.E. 𝑡 value EDF 𝐹 value 𝑝 value AIC 

Perceived reasonability Intercept 3.23 0.03 96.53 <0.001 9762.12 
Initial acceptance attitudes ✓ 2.43 61.08 <0.001 

Perceived actionability Intercept 2.48 0.03 81.41 <0.001 9283.54 
Initial acceptance attitudes ✓ 1.96 9.78 <0.001 
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(a) The smoothing spline function of per-
ceived reasonability against final accep-
tance attitudes obtained by the GAMM 
fitting. 
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(b) The smoothing spline function of per-
ceived actionability against final accep-
tance attitudes obtained by the GAMM 
fitting. 

Figure 6: Smoothing spline functions derived from the gen-
eralized additive mixed models (GAMMs) explaining final 
acceptance attitudes toward AI decisions based on percep-
tions of reasonability (a) and actionability (b), accounting for 
individual subject-specific effects. The black curve represents 
the mean, and the gray shading shows the 95% confidence 
interval. 

to accept an AI decision are more likely to view the subsequent 
recourse as unreasonable or difficult. 

5.2 Impacts of Perceived Reasonability and 
Actionability on Final Acceptance (RQ2) 

As shown in Table 3, we confirmed that both perceptions of rea-
sonability (𝐹 = 714.62, 𝑝 < 0.001) and actionability (𝐹 = 12.71, 
𝑝 < 0.001) significantly impact final acceptance of AI decisions 
(𝑅 2=0.816, 𝑃lmr > 0.80, 𝑃sim > 0.80). Figure 6 presents the smooth-
ing spline functions derived from the generalized additive mixed 
model (GAMM). Perceived reasonability shows a strong correla-
tion with final acceptance, while perceived actionability shows a 
positive correlation only in its lower regions. 

To intuitively understand the simultaneous effects of non-linear 
functions of perceived reasonability and actionability on final accep-
tance, Figure 7 illustrates contour lines of final acceptance values 
estimated by the GAMM on a plane with perceived reasonability 
on the vertical axis and perceived actionability on the horizontal 

1.5 
2 

2.5 

3 

3.5 
4 

4.5 
5 

5.5 

1 

2 

3 

4 

5 

6 

7 

1 2 3 4 5 6 7 
Perceived actionability 

P
er

ce
iv

ed
 r

ea
so

na
bi

lit
y 

Final acceptance 
attitudes 2 3 4 5 

Figure 7: A contour plot of final acceptance attitudes toward 
AI decisions estimated by the generalized additive mixed 
model (GAMM), with perceived actionability on the x-axis 
and perceived reasonability on the y-axis. 

axis. The contour lines show that, while perceived actionability 
has some influence, perceived reasonability is the dominant factor 
in final acceptance. For example, when perceived actionability is 
at 7, manipulating perceived reasonability from 1 to 7 shifts final 
acceptance from values below 2.0 to values above 5.5, representing 
a change of more than 3.5 units. Conversely, shifting perceived ac-
tionability from 1 to 7 results in an approximately 0.5-unit change in 
final acceptance. This suggests that even if the recourse is perceived 
as very easy, the perception of recourse reasonability significantly 
determines the final acceptance attitude. 

In summary, our analysis reveals that both perceptions of rea-
sonability and actionability have statistically significant impacts on 
final acceptance, but perceived reasonability has a much stronger 
effect compared to perceived actionability. 

5.3 Properties of Recourse Affecting Shift in 
Acceptance Attitudes (RQ3) 

Since we found that perceived reasonability correlates more strongly 
with both initial and final acceptance of AI decisions compared to 
perceived actionability, we focused on participants’ open responses 
for reasonability evaluations to investigate recourse properties af-
fecting changes in acceptance attitudes. Using thematic analysis [7], 
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Table 3: Statistical values obtained from the generalized additive mixed model (GAMM) explaining final acceptance attitudes 
toward AI decisions from perceived reasonability and actionability. This model controls for individual subject-specific effects 
by introducing random intercepts (R.I.) and random slopes (R.S.) of the smoothing term coefficients corresponding to each 
explanatory variable. 

Objective variable Explanatory variable Smth Coef S.E. 𝑡 value EDF 𝐹 value 𝑝 value AIC 

Final acceptance attitudes Intercept 3.11 0.02 136.80 <0.001 5969.83 
R.I. ✓ 0.01 0.00 1.000 
Perceived reasonability ✓ 5.33 714.62 <0.001 
Perceived actionability ✓ 3.40 12.71 <0.001 
R.S. (perceived reasonability) ✓ 250.34 1.37 <0.001 
R.S. (perceived actionability) ✓ 35.82 0.11 0.011 

we identified four key themes: clarity of the cause-and-effect re-
lationship, transparency of the decision criteria, feasibility and 
desirability of implementation, and concerns about assessment and 
AI. The relationship between these themes and the properties of 
recourse is outlined in Table 4. For more detailed information on 
the distribution and examples of participants’ comments regarding 
these recourse properties, see Tables A1 and A2 in Appendix A.2. 

The following sections report the details of the four themes (Sec-
tion 5.3.1 to 5.3.4) and the results of an exploratory analysis of 
participants’ open-ended responses regarding their reasons for ac-
tionability evaluations to understand why the association between 
perceived actionability and changes in acceptance attitudes was 
weak (Section 5.3.5). 

5.3.1 Theme #1. Clarity of the Cause-and-Effect Relationship. Many 
participants sought the cause of their rejection through the re-
course, regardless of whether participants’ acceptance attitudes 
shifted from negative to positive (NP group) or from positive to 
negative (PN group). Participants in the NP group recognized the 
recourse were explaining key evaluation items (NP1, 84/321) or 
their own shortcomings (NP2, 21/321), such as “I think that the 
length of service is important” (P663) and “No home ownership, a 
high school graduate, and not a section manager” (P696). Conversely, 
when participants felt the recourse failed to justify the rejection 
decision by the suggested changes (PN1, 44/307), their acceptance 
attitudes deteriorated. They expressed frustration with “why” or 
“not understand” in their articulated concerns or questions, such as 
“I don’t understand why having a degree means the application will 
be accepted” (P436) or “I cannot understand why I must be in Tokyo” 
(P345). 

5.3.2 Theme #2. Transparency of the Decision Criteria. Whether the 
decision criteria are clearly communicated to participants through 
the recourse impacts participants’ acceptance attitudes. Participants 
were more likely to accept AI decisions when they could infer and 
agree with the decision criteria and processes likely used by the 
financial institution based on the recourses (NP3, 74/321). Despite 
not being informed of the financial institution’s decision rules, they 
frequently mentioned factors related to decision criteria such as 
income, reliability, or risks. For instance, “The idea that increasing 
income by working longer hours will improve repayment ability is 
convincing” (P498) and “Because the reliability has increased” (P694) 
were common responses. Acceptance attitudes also improved when 

participants perceived that the recourse adhered to pre-established 
rules beyond their control (NP4, 15/321). However, this acceptance 
seemed to stem from resignation to the likelihood of being approved, 
e.g., “If it’s said to be a rule, there’s no room for disagreement” (P742). 

On the contrary, some participants whose acceptance attitudes 
worsened noted irrelevance and ambiguities in the decision criteria 
(PN2, 80/307; PN3, 9/307) when reviewing the changes suggested 
by the recourse. For example, they remarked, “Education level and 
working hours are unrelated to the loan” (P087) and “Looking at the 
specific details, sometimes stability is valued and sometimes it isn’t, 
which made it even less clear why it was rejected” (P531). 

5.3.3 Theme #3. Feasibility and Desirability of Implementation. We 
also found the recourse properties as action plans. Specifically, 
when participants viewed the changes suggested by the recourse 
as feasible within a practical range, their acceptance attitudes im-
proved (NP5, 41/321). Many of them expressed willingness to follow 
the plan using terms like “effort” and “a little more”, e.g., “[...] it 
feels like I am close to making it” (P126), “It’s within reach if I put 
in the effort” (P646). Conversely, when participants perceived the 
suggested changes as either minimal or overly simplistic, their ac-
ceptance attitudes deteriorated (PN5, 20/307). Some believed that 
“the difference is not significant” (P077) and that “[the current profile] 
should be enough” (P015), making it hard for them to accept the 
rejection. 

When participants found numerous and unrealistic changes, 
their reactions fell into two patterns: some accepted the decision out 
of resignation (NP6, 66/321), while others resisted it (PN4, 68/307). 
Those who accepted out of resignation felt helpless due to the high 
hurdle, e.g., “Because it’s not a level that I can achieve” (P037). Those 
who resisted expressed dislike for plans because they viewed the 
plans as “[...] unrealistic and impossible [...]” (P212) and thought 
that “[...] only a limited number of people can meet the criteria [...]” 
(P911). 

Participants also evaluated whether the recourse plans were re-
alistically implementable in their personal contexts, such as their 
life, work, and social environment (PN6, 20/307). For example, P751 
noted, “The current lifestyle is supported by various interconnected 
factors. It’s not possible to easily change just one aspect [...]”. Even if 
the recourse content seems simple, implementing it could impact 
various aspects of their lives. Additionally, constraints like legal 
limitations or professional obligations could affect the implementa-
tion of recourse plans, e.g., “The proposed daily working hours are 
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Table 4: The identified themes and their associated recourse properties (refer to Table A1 for the distribution of participants’ 
open-ended responses on the recourse properties, and Table A2 for participants’ perceptions and examples of their responses). 

Recourse properties changing acceptance attitudes toward AI decisions 
From negative to positive (NP group) From positive to negative (PN group) 

Theme #1. Clarity of the cause-and-effect relationship 
(1) Explaining rejection reasons through feature changes (1) Failing to explain rejection reasons through feature changes 
(2) Highlighting one’s shortcomings through feature changes 

Theme #2. Transparency of the decision criteria 
(3) Explaining decision criteria through feature changes (2) Failing to explain decision criteria through feature changes 
(4) Explaining out-of-control rules through feature changes (3) Making rejection reasons or decision criteria unclear through 

feature changes 

Theme #3. Feasibility and desirability of implementation 
(5) Proposing realistic plans via feature changes (4) Proposing unrealistic plans via feature changes (unacceptable) 
(6) Proposing unrealistic plans via feature changes (acceptable) (5) Proposing unnecessary plans via feature changes 

(6) Proposing plans inconsiderate of personal contexts 

Theme #4. Concerns about assessment and AI 
(7) Involving one’s undesired items in feature changes 
(8) Triggering AI-averse attitudes 

illegal” (P542). Consequently, when the recourse did not consider 
participants’ real-world context, acceptance attitudes deteriorated. 

5.3.4 Theme #4. Concerns about Assessment and AI. When the 
changes suggested by the recourse were unfavorable or disadvan-
tageous to participants, their acceptance attitudes worsened (PN7, 
36/307). Specifically, they expressed concerns about the AI decisions 
when the recourse appeared unfair or discriminatory, e.g., “Assess-
ments based on residence or job changes feel unfair to me” (P765), “I 
believe this seems like discrimination based on place of origin” (P958). 
They articulated concerns about various items, including job posi-
tion (P468), educational background (P468), residential prefecture 
(P958, P765), and job change experience (P765). 

Additionally, some participants showed aversion to the AI itself 
rather than the content of the recourse (PN8, 6/307). Considering 
their initial positive acceptance attitudes, it is likely that they de-
veloped a dislike of AI after reviewing recourses rather than an 
inherent aversion to AI. However, the participants’ self-reported 
responses did not clarify the reasons for this. This issue will be 
assessed in our future work, as mentioned in Section 6.4. 

5.3.5 Exploratory Analysis: Perspectives for Actionability Evalua-
tions. To understand the reason why the association between per-
ceived actionability and changes in acceptance attitudes was weak, 
we examined the perspectives participants used to evaluate the 
actionability of recourse. We analyzed participants’ open-ended 
responses regarding their reasons for evaluating actionability using 
thematic analysis [7] and found six themes: feasibility of change, 
motivation, rationality, time or financial costs, external constraints, 
and unpleasantness. For details on these specific frequencies and 
participants’ comments, please refer to Tables A3 and A4 in the 
Appendix A.3. 

Comments indicating the infeasibility of the proposed recourse 
changes were observed in 48.6% of the NP group and 44.6% of 
the PN group. Evaluations related to motivation and rationality 

were generally more positive in the NP group compared to the PN 
group. The frequency of references to time or financial constraints 
exhibited little variation between the groups; however, mentions of 
external constraints were more prevalent in the PN group. While 
no comments from the NP group referred to unpleasantness, 3.3% 
of the PN group’s comments aligned with this theme. 

These results suggest that participants were often taken aback 
by infeasible recourses and rated actionability low, regardless of 
whether their acceptance attitudes changed positively or negatively. 
Consequently, the connection between perceived actionability and 
final acceptance was weak. We also observed some cases in which 
recourses that motivated or persuaded participants to act improved 
their acceptance attitude, while conversely, recourses that demoti-
vated or dissatisfied them worsened their acceptance attitude. This 
result is consistent with the findings shown in Section 5.3.3. 

6 DISCUSSION 

6.1 Interpretation of Results 
Our quantitative results suggest that decision subjects’ initial accep-
tance attitudes toward AI decisions are pivotal in shaping how they 
later evaluate the reasonability and actionability of the recourse 
and whether they finally accept the decision. The finding that a 
negative initial acceptance leads to a poorer evaluation of the re-
course (Section 5.1) is consistent with prior research showing that 
users who develop a negative impression of AI tend to avoid its 
advice [17, 58, 75]. This is novel in empirically validating the prior 
knowledge within the domain of algorithmic recourse. While the 
result itself may seem intuitive, it indicates that decision subjects 
with positive and negative initial attitudes respond differently to 
the same recourse. Without this insight, there is a risk of offering 
recourses that work for those with positive initial attitudes but fail 
for those with negative ones. However, if a recourse effectively ad-
dresses negative initial attitudes, it will reliably lead to acceptance. 
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Thus, the findings of RQ1 are essential for accurately identifying 
recourses that ensure final acceptance. 

In addition, the finding that a decline in the perception of re-
course leads to a more negative final acceptance (Section 5.2) aligns 
with the assumption in previous recourse generation studies, which 
posit a positive correlation between reasonability or actionability 
and acceptance attitudes [40, 85]. We contributed to this field by 
providing empirical evidence to support this. More importantly, 
we found that while both perceptions of reasonability and action-
ability are statistically linked to final acceptance, the influence of 
perceived reasonability is predominant, whereas that of perceived 
actionability is limited. Our results indicate that, in fostering pos-
itive acceptance attitudes in decision subjects, ensuring that the 
recourse is reasonable is more important than making it actionable. 

Our qualitative results indicate what properties make a recourse 
reasonable for decision subjects and how these properties lead to 
positive acceptance attitudes. We identified several key properties: 
clearly explaining the decision criteria and the subjects’ shortcom-
ings, offering achievable plans that require some effort, and con-
sidering fairness perceptions and real-world contexts (Section 5.3). 
Among these properties, it is noteworthy that the second property— 
offering achievable plans that require some effort—provides unique 
insights into the nature of algorithmic recourse as action plans. 
As described in Section 5.3.3, participants are likely to abandon 
overly unrealistic and ambitious plans. They also perceive trivial 
and overly simplistic recourse plans as neither necessary nor mean-
ingful. Conversely, recourse that offers a realistic challenge—neither 
too easy nor too difficult—motivates participants and enhances their 
acceptance attitude. This suggests that decision subjects evaluate re-
course based on their willingness to follow through with the action 
plan, which in turn influences whether they accept the decision. 
While recent studies have focused on actionability [44, 77, 78, 87], 
Karimi et al. [40] pointed out the potential of recourse as an inter-
vention for improving future outcomes. To make the intervention 
successful, it is important to consider willingness to act and explore 
its impacts on acceptance attitudes. 

Furthermore, we uncovered recourse properties related to per-
sonal perspectives and contexts, including perceptions of fairness 
(Section 5.3.4) and incompatibility with life, work, and societal 
norms (Section 5.3.3). This is due to our experimental design. Unlike 
previous studies where subjects play the role of fictional charac-
ters in scenarios when evaluating explanations [23, 51, 52, 87], our 
participants were genuinely interested in purchasing a car. They 
submitted their own profile data, received a rejection, and then 
reviewed the recourse. By simulating the real conditions, we illumi-
nated how recourse affects acceptance attitudes based on personal 
factors such as perceived fairness and its relevance to daily life. Our 
study empirically confirms the need for personal context-aware re-
course, as noted in previous research [2, 82, 87], and offers insights 
into the specific personal contexts involved. 

Consistent with existing research, our study also shows that both 
rational recourse (i.e., explaining the rejection reasons or identify-
ing one’s shortcomings) and transparent recourse (i.e., clearly ex-
plaining the decision criteria) contribute to improved acceptance at-
titudes (Section 5.3.1 and 5.3.2). Participant feedback indicated that 
the recourse enhances their acceptance attitudes when it aligns with 
their prior knowledge and helps them recognize their shortcomings 

or key evaluation criteria. This result supports previous findings 
that decision models aligning with human expectations [78] and 
presented transparently [66] are preferred by users. 

This study sheds light on how negative initial acceptance atti-
tudes can be manipulated, but does not answer where their origins 
are. Initial acceptance attitudes might be shaped by complex inter-
actions with various factors, including personal experiences and 
expectations. For example, dissatisfaction with AI-driven loan re-
jections is often linked to heightened sensitivity from repeated 
similar experiences in the past [25]. Additionally, prior knowl-
edge of AI has been shown to enhance trust and acceptance of 
such systems [22, 26]. Thus, interventions that adjust individuals’ 
knowledge or experiences could potentially reduce negative initial 
acceptance attitudes. However, since such interventions usually 
occur before AI decisions are made, they fall outside the focus of 
recourse. This study offers insights into post-decision strategies for 
addressing negative initial acceptance attitudes through recourse. 

6.2 Design Implications 
We found that decision subjects who initially did not accept AI deci-
sions viewed subsequent recourse negatively, resulting in poor final 
acceptance of the decisions. Such individuals, adversely affected 
by AI systems, are indeed the intended beneficiaries of algorith-
mic recourse. Based on our findings, we discuss here the type of 
recourse needed and the mechanisms for creating it to help them 
finally accept the decision. 

To secure the acceptance of individuals negatively impacted by 
AI, recourse must focus on justifying the decision’s rationale, ensur-
ing transparency of evaluation criteria, and proposing achievable 
plans with some effort, all while accounting for fairness perceptions 
and real-world contexts. However, achieving this is particularly 
challenging, as these factors are highly dependent on the subjec-
tive perceptions of the decision subjects. While it is evident that 
real-world contexts vary among individuals, it is also obvious that 
what one considers reasonable, transparent, difficult, or fair is sig-
nificantly shaped by personal experience, abilities, and knowledge. 

For example, understanding of the decision results (i.e., reason-
ability) and the decision process (i.e., transparency) may be in-
fluenced by users’ expertise with the AI models or the decision-
making domain, as this expertise affects their level of reliance on 
AI-generated explanations [3, 74]. Moreover, perceptions of the 
difficulty of proposed actions can be deeply influenced by psycho-
logical factors such as self-efficacy [72] and motivation [49], making 
them highly subject to individual differences. Additionally, previous 
research reported individual differences (e.g., gender) in fairness 
perceptions of algorithmic decisions [86]. We also observed that 
one participant viewed a recourse suggesting only a change in the 
educational background as “[...] it’s discrimination” (P929), whereas 
another viewed it as “Understand it” (P365). As such, perceptions 
and preferences regarding recourse are highly individual. Therefore, 
the standalone approach employed by current recourse generation 
studies, where the model computes recourse entirely from input 
to output without interacting with human factors [40, 83], poses 
challenges for producing personalized recourse. 

Overall, we argue that it is essential to consider these individ-
ual differences for recourse design to improve their acceptance 



The Role of Initial Acceptance Attitudes Toward AI Decisions in Algorithmic Recourse CHI ’25, April 26–May 01, 2025, Yokohama, Japan 

attitudes toward AI decisions. The simplest and most powerful 
approach to handling such significant individual differences is to 
engage directly with the decision subjects [89]. Specifically, we 
recommend explicitly gathering decision subjects’ preferences and 
integrating them into the recourse generation process. A leading 
example of this approach is the interactive recourse generation in-
terface developed by Wang et al. [87]. This interface enables users 
to specify which features they wish (or do not wish) to change 
and experiment with hypothetical adjustments. It allows them to 
explore various recourse options and identify one that best aligns 
with their preferences. As a result, we can expect to generate re-
courses that decision subjects will accept as they satisfy the key 
attributes we have identified. 

Future research should focus on further developing these ad-
vanced interfaces to enable users to efficiently reach their preferred 
plans. “Efficiently” here means reducing the number of plans users 
need to explore. In general, counterfactual thinking imposes a signif-
icant cognitive load and is often associated with negative emotions 
such as guilt, self-blame, and regret [10]. In our experiment, P431 
remarked, “It’s certainly a plan, but I feel like I’m being blamed for 
not having done enough in the past". As such, reviewing recourse 
options is often stressful. This burden can be exacerbated, especially 
for decision subjects who have a negative impression of AI systems. 
Consequently, it is crucial to design systems that streamline the 
process of generating appropriate recourse and reduce the cogni-
tive burden for decision subjects with initial negative acceptance 
attitudes. 

One possible approach for such system designs is to have deci-
sion subjects rate several test recourse plans and use their feedback 
to determine their preferences for tightening the recourse options. 
To make this approach successful, we recommend that future re-
search address the following key issues. First, it is necessary to 
optimize the number of test plans so as to capture user preference 
accurately while minimizing cognitive load. Second, it is crucial to 
determine which recourses to include among a limited number of 
test plans to detect user preferences effectively. Including diverse 
and consistent recourses may be more beneficial than only similar 
ones [60]. Finally, it is needed to confirm how preference-aware re-
courses affect decision subjects’ acceptance attitudes toward AI de-
cisions. By implementing these challenges, researchers can develop 
intelligent systems that generate highly personalized resources 
without imposing a cognitive burden, helping decision subjects 
adversely affected by AI systems finally accept AI decisions. 

6.3 Limitations 
6.3.1 Potential Effects of Recourse Feasibility. Since this study does 
not consider the feasibility of recourse, it leaves some uncertainty 
about how participants interpret actionability. As shown in RQ2, 
perceived actionability was less strongly linked to final acceptance 
attitudes than perceived reasonability (Section 5.2). This was likely 
due to the fact that most participants, regardless of whether their 
acceptance attitude was changed positively or negatively, were con-
fused by the difficulty of implementing the recourse (Section 5.3.5). 
If feasibility had been measured and recourse with a certain level 
of feasibility had been presented, it is expected that perceived ac-
tionability would have been higher. This would allow for a clearer 

understanding of how perceptions of actionability differ and how 
acceptance attitudes vary with perceived actionability. We will ad-
dress this issue, along with the potential confounding by feasibility 
(Section 3.2.5), in future research that incorporates the measure-
ment and control of feasibility, leading to more reliable results. 

6.3.2 Generalizability to Other Contexts. As this study uses a car 
loan scenario, it is unclear whether similar results hold in other 
contexts. We chose this scenario because financial credit screening 
is a common focus in previous studies on AI-generated explana-
tions [44, 52, 76, 78, 87] and purchasing a car is a familiar, high-
stakes, and real-world decision. Our results may not be replicated 
when the scenario deviates greatly from these contexts. For ex-
ample, Kuhl et al. [45] observed that, within the self-developed 
abstract game setting, users tend to accept counterfactual advice 
that suggests minimal changes from their current states. This is 
because users do not have prior knowledge or mental models of the 
setting [45]. As such, if the scenario is unfamiliar, lacks real-world 
contexts, and is low-stakes, our findings cannot be applied. 

Since we selected the recourse items based on loan assessments 
such as auto [76], home, or travel [92] and credit evaluations such 
as defaults [4, 29, 90], our findings could be applicable to various 
financial contexts beyond auto loans, where recourse helps indi-
viduals improve their financial standing. These contexts align with 
recourse’s primary application. However, the applicability of our 
findings to medical or legal decisions is likely limited because more 
complex considerations might be needed in those areas. For future 
research attempting to extend our approach to these areas, it would 
be essential not only to integrate domain-specific factors, such as 
medication records and treatment data in the medical domain or 
case logs and criminal history in the legal domain, into the recourse 
process but also to establish clear decision-making criteria of AI 
systems based on these factors. Consequently, it will be necessary to 
design experiments that account for the required domain expertise 
and specialized knowledge. 

The interpretation of our results should consider the participants’ 
demographics. While 5 53.7% monitors on ASMARQ are female  , our 
study had 26.9% female. This is likely due to both the use of the auto 
loan scenario in this study and the relatively low number of women 
who have a driver’s license [11] and regularly 6        drive in Japan  [64]. 
This gender imbalance in this study could impact our results. For 
example, men are less sensitive to fairness in algorithmic decisions 
than women when faced with unfavorable decisions [86], poten-
tially leading to an underestimation of fairness concerns due to 
the low number of women in the study. Cultural background also 
could influence the perception of recourse. For example, individu-
als from collectivist cultures, where harmony and consensus are 
highly valued [30], might be less likely to prefer recourses that 
inconvenience their surrounding people, compared to those from 
individualist cultures, where self-actualization is prioritized [30]. 

As such, gender and cultural factors could affect our results. How-
ever, some findings are consistent with prior research on diverse 
samples. For example, the link between negative initial acceptance 

5https://www.asmarq.co.jp/monitor_info/ (only in Japanese)
6According to a survey conducted in March 2023 involving 847 men and 945 women 
aged 18 and older in Tokyo, 466 men (54.4%) and 212 women (22.4%) held a driver’s 
license and drove at least once or twice a week [64]. These statistics reveal that the 
proportion of women among regular drivers is 31.3% (= 212/(466 + 212)). 

https://www.asmarq.co.jp/monitor_info/
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and poorer recourse evaluations is in line with a study with par-
ticipants from 30 countries (67% female), which found that poor 
first impressions of AI reduce trust in it [75]. Moreover, the result 
that reasonable recourse fosters final acceptance extends U.S.-based 
research with a gender-balanced sample, which identified users’ 
preference for logical AI explanations [78]. Overall, the role of 
gender or culture in our findings remains uncertain and warrants 
further investigation in the future. 

6.3.3 Recourse Features and Their Computation. As noted in Sec-
tion 3.3.2, this study excluded annual income from recourse items 
to preserve recourse diversity. Since our primary focus is on percep-
tions of recourse, this exclusion minimally impacts the study’s con-
clusions. However, as participants were evaluated based on annual 
income, the recourses excluding annual income do not necessarily 
provide accurate information. Applying such recourse directly to 
real-world services has potential risks of misleading the users. Due 
to experimental considerations aimed at ensuring recourse diversity, 
annual income was excluded from recourses in this study; how-
ever, real-world systems must incorporate all evaluation factors, 
including annual income, into the recourses. 

We calculated recourse distance metrics using the most general 
method [40, 82], which does not account for the relative difficul-
ties or dependencies between features in individuals’ contexts. For 
example, it does not consider whether improving job position is 
harder than enhancing English skills or how job status improvement 
affects years of service. These factors could ultimately depend on in-
dividuals’ abilities and circumstances, and no established methods 
currently account for these in recourse generation research. Given 
these limitations, we adopted the most commonly used approach. 
This study focuses on the relationship between recourse percep-
tion and acceptance of AI decisions, not on delivering individually 
optimized recourse, limiting the impact of this approach on our 
conclusions. 

6.4 Future Directions 
A key direction for future research is to develop efficient methods 
for generating personalized recourse, as outlined in Section 6.2. This 
is crucial because once decision subjects lose trust in AI systems 
after receiving recourses, it is very difficult for the AI systems to 
restore that trust. High-stakes decisions addressed by algorithmic 
recourse are uncommon in daily life, unlike routine choices such as 
movies or restaurants. Consequently, if decision subjects develop 
AI-aversion attitudes (as seen in Section 5.3.3), it poses a significant 
problem. According to Tolmeijer et al. [75], regaining lost trust is a 
slow process that requires numerous interactions between users 
and AI. Therefore, if trust is lost due to the recourse provided, 
recourse-generation AI systems are at a significant disadvantage 
because they have few chances to rectify the situation. To mitigate 
this risk, it is essential to understand and incorporate decision 
subjects’ preferences in advance, allowing for recourse optimization 
based on these preferences. We believe that the approach outlined 
in Section 6.2 is a promising way of achieving this. We will also 
investigate why participants who initially accepted the decision 
positively developed AI-averse attitudes after viewing recourse. 

Another future direction for this research is to investigate will-
ingness to act. Here, willingness to act refers to an individual’s 

desire or motivation to implement the recourse, while actionabil-
ity concerns the feasibility or difficulty of executing the recourse. 
Although these concepts are closely related, they do not always 
align. As seen in Section 5.3.3, we revealed that if a recourse plan 
is overly simplistic, participants perceived it as trivial or meaning-
less and lost their motivation. Conversely, a recourse that requires 
some effort motivated them to implement. Therefore, we argue 
that, alongside reasonability and actionability, willingness to act 
can be a critical factor in enhancing the acceptance attitudes of 
decision subjects. We will explore which types of recourse can 
motivate decision subjects, especially those who initially hold a 
negative view, and develop methods to implement these insights 
into computational systems. 

Addressing the limitations identified in this study is also essen-
tial. For example, testing the findings with different experimental 
tasks beyond loan approval and including participants from diverse 
cultural backgrounds is necessary to evaluate the generalizability 
of the results. Given the rapid advancements in Human-AI decision-
making research, understanding the applicability of these findings 
and their limitations is crucial for the future research community. 

7 CONCLUSION 
Since the core purpose of algorithmic recourse is to assist individu-
als negatively impacted by AI decisions, unraveling the influence 
of a negative initial acceptance attitude is crucial. In this study, 
we conducted a user experiment with 534 Japanese participants 
and demonstrated that an initially negative acceptance attitude 
toward AI decisions deteriorated perceptions of the reasonability 
and actionability of the subsequent recourse, ultimately leading to 
a decline in final acceptance. However, contrary to this cognitive 
pattern, participants’ acceptance attitudes shifted from negative 
to positive when the recourse justified the rejection, explained the 
decision criteria, or proposed realistic and actionable plans with 
consideration for fairness and personal contexts. Based on these 
findings, we outlined key principles and challenges for designing 
computational systems that can efficiently generate optimal re-
courses without imposing a cognitive burden. This approach is 
useful for guiding initially dissatisfied decision subjects toward 
eventual acceptance. 

This study elucidates the role of initial acceptance attitudes in the 
process of providing recourse to individuals negatively impacted by 
AI and offers valuable insights into recourse generation systems to 
enhance the acceptance of AI decisions. We hope that our findings 
contribute to advancing the field of Human-AI decision making and 
pave the way for developing supportive and satisfying interactions, 
particularly for affected individuals. 
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A APPENDICES 

A.1 ANALYTICAL MODELS 
A.1.1 GAM Model (RQ1). The model we used for RQ1 is expressed as follows: ∑︁𝑁  

𝑦𝑖 = 𝛽0 + 𝑓 (𝑥𝑖 ) = 𝛽0 + 𝛽 𝑗 𝑠 𝑗 (𝑥𝑖 ) 
𝑗 =1 

Here, 𝑦𝑖 represents the 𝑖 -th observation of the response variable, 𝑥𝑖 denotes the explanatory variable, 𝑠 refers to the basis functions, and 𝛽 is 
the parameter. The nonlinear regression model 𝑓 () obtained by fitting this model to the experimental data is known as a smoothing spline 
function (or smoothing spline curve), while 𝑠 () denotes the smoothing terms. The index 𝑗 identifies the smoothing terms, and 𝑁 denotes 
their total number. The statistical significance of the explanatory variable’s effect on the objective variable is tested using an F-test to verify 
whether 𝑠 (), with 𝑥 as input, is equal to zero. 

A.1.2 GAMM Model (RQ2). For RQ2, we use a model with random intercepts and slopes, which includes mixed effects on the intercept (𝛽 0) 
and coefficients of smoothing terms (𝛽 𝑗 ≥1). 

Specifically, with 𝑢 as the user identifier, 𝑖 as the observation identifier, 𝑉 as the set of explanatory variables, 𝑘 as the explanatory variable 
identifier, and 𝑗 as the smoothing term identifier, the relationship between the objective variable 𝑦 and explanatory variables 𝑥 is modeled 
using smoothing terms 𝑠 , the total number of smoothing terms 𝑁 , smoothing term coefficients 𝛽 𝑗 , and intercept 𝛽 0 as follows: ∑︁|𝑉 |  

𝑦𝑖𝑢 = 𝛽0𝑢 + 𝑓𝑘 (𝑥 𝑘,𝑖𝑢 ) 
𝑘 =1 ∑︁|𝑉 |  ∑︁𝑁𝑘  

= 𝛽0𝑢 + 𝛽 𝑘, 𝑗𝑢 𝑠 𝑘, 𝑗 (𝑥 𝑘,𝑖𝑢 ) 
𝑘 =1 𝑗 =1 

𝛽 0𝑢 = 𝛽00 + 𝛾0𝑢 , 𝛽 𝑘, 𝑗𝑢 = 𝛽 𝑘, +𝑗 0  𝛾𝑘, 𝑗𝑢 
2𝛾0𝑢 ∼ N  2 (0, 𝜎 0 ) , 𝛾𝑘, 𝑗𝑢 ∼ N(0, 𝜎 )𝑗  

By hierarchically structuring the parameters of the intercept and smoothing term coefficients with mixed effects 𝛾 , we can isolate individual-
specific effects and assess the impact of explanatory variables on the objective variable. The mixed effects 𝛾 follow the distributions with 
mean 0 and variance 𝜎 . 

A.2 RECOURSE PROPERTIES 

Table A1: Recourse properties and their distributions. The NP or PN in the column ID indicates that acceptance attitudes toward 
AI decisions change from negative to positive (NP group) or from positive to negative (PN group), respectively. 

Theme ID Recourse Property N % 

Clarity NP1 Explaining rejection reasons through feature changes 84 26.2 
Clarity NP2 Highlighting one’s shortcomings through feature changes 21 6.5 
Transparency NP3 Explaining decision criteria through feature changes 74 23.1 
Transparency NP4 Explaining out-of-control rules through feature changes 15 4.7 
Feasibility NP5 Proposing realistic plans via feature changes 41 12.8 
Feasibility NP6 Proposing unrealistic plans via feature changes (acceptable) 66 20.6 

(Others) 20 6.2 
321 100.0 

Clarity PN1 Failing to explain rejection reasons through feature changes 44 14.3 
Transparency PN2 Failing to explain decision criteria through feature changes 80 26.1 
Transparency PN3 Making rejection reasons or decision criteria unclear through feature changes 9 2.9 
Feasibility PN4 Proposing unrealistic plans via feature changes (unacceptable) 68 22.1 
Feasibility PN5 Proposing unnecessary plans via feature changes 30 9.8 
Feasibility PN6 Proposing plans inconsiderate of personal contexts 20 6.5 
Concerns PN7 Involving one’s undesired items in feature changes 36 11.7 
Concerns PN8 Triggering AI-averse attitudes 6 2.0 

(Others) 14 4.6 
307 100.0 
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A.3 PERSPECTIVES FOR ACTIONABILITY EVALUATIONS 

Table A3: Perspectives for evaluating actionability of recourses and their themes 

Theme Perspective for actionability evaluation NP group PN group 

Feasibility of change Proposing plans that are easy to implement the feature changes 17 5.3% 16 5.2% 
Proposing plans that are difficult to implement the feature changes 156 48.6% 137 44.6% 

Motivation Proposing motivating plans via feature changes 37 11.5% 4 1.3% 
Proposing unmotivating plans via feature changes 6 1.9% 16 5.2% 

Rationality Proposing rational plans via feature changes 25 7.8% 6 2.0% 
Proposing irrational plans via feature changes 10 3.1% 32 10.4% 

Time or financial costs Proposing plans with time or financial costs via feature changes 35 10.9% 30 9.8% 

External constraints Proposing plans beyond one’s effort or discretion via feature changes 22 6.9% 42 13.7% 

Unpleasantness Involving one’s undesired items in feature changes 0 0.0% 10 3.3% 

(Others) 13 4.0% 14 4.6% 

321 100.0% 307 100.0% 

Table A4: Example quotes corresponding to perspectives for evaluating actionability of recourses. P*** shows participant IDs 
and → indicates the change in evaluation scores from the initial acceptance attitude to the final acceptance attitude. 

Theme Perspective for actionability evaluation Example quotes 

Feasibility of change Proposing plans that are easy to implement the 
feature changes 

“Relatively easy to implement.” (P469, 1→5), “Just changing 
how I work from home.” (P417, 5→2) 

Proposing plans that are difficult to implement 
the feature changes 

“Learning English is tough.” (P183, 2→6), “Way too hard.” 
(P648, 7→1) 

Motivation Proposing motivating plans via feature 
changes 

“Doesn’t seem that different, so if I really tried, I think I could 
do it.” (P656, 3→6), “Feels like it could be doable.” (P350, 5→1) 

Proposing unmotivating plans via feature 
changes 

“Improving academic skills after becoming an adult seems tough. 
I wouldn’t go out of my way to get a degree for this.” (P159, 
2→6), “I don’t want to work more hours.” (P809, 6→1) 

Rationality Proposing rational plans via feature changes “Seems like a reasonable suggestion.” (P580, 3→5), “Whether 
or not one owns a home seems to be the basis for assessment.” 
(P503, 5→2) 

Proposing irrational plans via feature changes “Not really sure.” (P284, 1→5), “Aligning job type and lifestyle 
with the AI’s judgment criteria doesn’t necessarily lead to 
higher or more stable income.” (P799, 5→1) 

Time or financial costs Proposing plans with time or financial costs 
via feature changes 

“It takes years to get a higher education or a better job, and 
owning a home needs a lot of money.” (P706, 3→7), “Takes too 
long and it’s just not practical.” (P434, 5→1) 

External constraints Proposing plans beyond one’s effort or discre-
tion via feature changes 

“My company forbids side jobs.” (P458, 3→5), “Can’t change it 
just by my own effort.” (P523, 5→1) 

Unpleasantness Involving one’s undesired items in feature 
changes 

“Feels like discrimination.” (P236, 6→3), “Concerns about being 
influenced by educational background and job position.” (P087, 
6→2) 

(Others) “Just a feeling.”, “Nothing special.”, “No particular reason.” 
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