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ABSTRACT
Chatbots have been designed to provide interventions in mental
healthcare. However, how chatbot-based social contact can miti-
gate social stigma in mental illness remains under-explored. We de-
signed two chatbots that deliver either first-person or third-person
narratives about mental illness and evaluated them using a mixed
methods study. Compared to a web survey group, participants in
both chatbot groups decreased their beliefs that individuals are per-
sonally responsible for their mental illnesses, and increased their
intentions to help. Additionally, participants in the first-person
chatbot group showed a reduced level of fear, and a lower desire for
social distance from people with mental illness. Many in the first-
person chatbot group also reported a feeling of relationship with
the chatbot, and chose to phrase their responses empathetically.
Results demonstrated that chatbot-based social contact has promis-
ing potential for mitigating mental illness stigma. Implications for
designing chatbot-based social contact are discussed.

CCS CONCEPTS
• Applied computing→ Psychology; • Human-centered com-
puting → User studies.

KEYWORDS
Chatbots; Conversational Agents; Social Stigma; Mental Illness
ACM Reference Format:
Yi-Chieh Lee, Yichao Cui, Jack Jamieson, Wayne Fu, and Naomi Yamashita.
2023. Exploring Effects of Chatbot-based Social Contact on Reducing Mental
Illness Stigma. In Proceedings of the 2023 CHI Conference on Human Factors
in Computing Systems (CHI ’23), April 23–28, 2023, Hamburg, Germany.ACM,
New York, NY, USA, 16 pages. https://doi.org/10.1145/3544548.3581384

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than the
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.
CHI ’23, April 23–28, 2023, Hamburg, Germany
© 2023 Copyright held by the owner/author(s). Publication rights licensed to ACM.
ACM ISBN 978-1-4503-9421-5/23/04. . . $15.00
https://doi.org/10.1145/3544548.3581384

1 INTRODUCTION
Stigmatizing someone consists of holding negative attitudes about,
and/or practicing discrimination against them based on their distinc-
tive and undesired characteristics [38]. People with mental illness
are often stigmatized and isolated by others [25, 81], in part because
they are routinely deemed dangerous and personally responsible
for their disabilities [19]. Social stigma is a serious barrier to people
with mental illnesses seeking help and recovering from it. Prior
research [23, 66, 81] has extensively investigated interventions and
strategies for eliminating mental-illness stigma, and the World
Health Organization and many non-profits have launched anti-
stigma interventions such as public-awareness campaigns, protests,
and events that encourage social contact [25]. Encouraging social
contact between the general public and people with mental illness
has been found to promote understanding, reduce perceptions of
dangerousness, and lead to a reduction in social stigma [19, 30, 66].
One major obstacle is the lack of resources to systematically launch
large-scale effective campaigns to mitigate social stigma.

Within the HCI domain, conversational agents – widely known
as chatbots – have been adopted for interventions in mental health-
care [1, 35, 61]. Despite the potential of those interventions, they
generally do not address structural factors that exacerbate nega-
tive experiences with mental health [72]. Stigma is an example of
such a structural factor, in that reducing social stigma would not
directly alleviate clinical symptoms but would positively impact the
well-being of people with mental illness. On the other hand, recent
studies showed that chatbots can be a cost-effect way to facilitate
social support in safe, less-stigmatizing environments in which
people with mental illness can disclose truthful information [58]
and can provide support in various roles to reduce social barriers in
human-human interaction, such as the fear of being judged [54, 89]
and avoidance of revealing vulnerabilities to others [53].

While this promising body of literature suggests that chatbots,
even when known to be non-human, could somehow mediate vari-
ous social responses from humans, research has only touched the
surface of this topic. For example, studies in this area have included
chatbots that interact with people in the first person (e.g., sharing
their experiences as a depressed person [52]), that mediated sen-
sitive information sharing between humans as a third-party [53],
and some have explored differences between first and third-person
storytelling [8]. However, it is unclear if and how the effects of first
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and third-person chatbot interactions may be leveraged to fight
social stigma.

Within the enormous design space of chatbots, we focus on their
roles in providing social contacts to reduce mental illness stigma.
In addition to understanding the general effectiveness of chatbot-
based social contact, we are also interested in studying whether and
how first- and third-person chatbots may have differential effects
on reducing mental illness stigma. To this end, we designed two
chatbots in our study: one playing the role of someone experiencing
mental illness and telling their own stories from a first-person
perspective; and the other acting as a mediator and introducing the
same stories to the participants from a third-person perspective.

We conducted two-week mixed methods study with 89 partici-
pants randomly assigned to each of three conditions: one for each
chatbot, and a web survey group. Both chatbot groups read stories
and responded to questions through interaction with the chatbot,
whereas the web survey group read the same stories and answered
the same questions via online surveys. We measured the partici-
pants’ attitudes and desire for social distance [9, 37, 69] towards
the person with mental illness who was enacted/described in those
stories, before and after reading them. We also conducted an exit
interview to better understand the participants’ experiences and
hear their reflections. Their data provided us with an empirical
understanding of both the positive and negative impacts of our two
chatbots’ designs on their impressions and understanding of people
with mental illnesses.

Our work makes several contributions to the HCI community.
First, this study enhances our understanding of whether and how
chatbots can be used to reduce stigma towards people with mental
illness. Specifically, we found that different chatbot roles could mit-
igate mental-illness stigma, enhance people’s awareness of biased
thoughts, and encourage self-disclosure of thoughts related to men-
tal illness. Second, our results provide insights into how chatbots
with different designs can cultivate different types of relationships
with users, and how these relationships affect people’s perceptions
and attitudes. Particularly, the chatbot telling stories from a first-
person perspective was able to stimulate social contact and reduce
stigmatizing attitudes toward mental illness. Finally, this study pro-
vides a unique perspective on how human-AI interactions can be
designed to promote positive social impacts and discusses design
and ethical implications for future research to develop mechanisms
to change people’s stigmatizing attitudes.

2 RELATEDWORK
2.1 Defining Mental-illness Stigma
Stigma related to mental illness arises from stereotypes, prejudices,
and discrimination [26], and is related to how mentally ill people’s
characteristics diverge from what is considered normal and cor-
rect by society [26, 38]. Such stigma contributes to many negative
outcomes, including reluctance to seek mental healthcare in order
to avoid being stigmatized [18], amplified historical injustices on
minoritized experiences [72], and difficulty finding employment,
housing, and social contact [26]. Often, mental-illness stigma arises
as unconscious bias, i.e., negative attitudes or stereotypes that can
influence people’s decisions without them being aware of it [59].

In this paper, we focus on stigma from other people toward people
with mental illness.

This paper employs Corrigan et al.’s attribution model of mental
illness stigma [19, 20]. This model describes that people’s beliefs
about the degree to which a person with mental illness is responsi-
ble for their condition are associated with stigmatizing emotional
responses (e.g., pity, anger, and fear). Subsequently, those emotional
responses are associated with discriminatory behavioral responses.
For example, believing that someone with a substance abuse prob-
lem is at fault for their condition can lead to anger or a lack of pity,
which can in turn contribute to behavioral responses such as want-
ing to keep their distance and believing they should be coerced into
psychiatric treatment. Additionally, we draw from prior research
indicating that desire for changing social distance from persons
with mental illness is a reliable measurement component of stigma
toward such people [6, 19]. A desire for social distance can manifest
as not wanting to collaborate on group projects or socialize with a
person experiencing mental illness [9].

In prior work measuring mental-illness stigma, researchers have
routinely elicited responses using vignettes [60]: short stories about
a fictitious character, developed from previous research and/or
real-world examples [39]. After reading vignettes, respondents are
asked to explain what they think about the stories’ character(s)
using open-ended comments, or by answering a survey or other
questions [2, 32]. A major advantage of this approach is that it helps
people relate their perceptions and attitudes about mental illness to
concrete situations [60]. Based on prior work, our study employs
vignettes to tell stories about mental illness to participants, and
then measures their propensity toward mental-illness stigma using
constructs from Corrigan et al.’s [19] attribution model and the
SDS [56, 68], as described further in Section 4.

2.2 Interventions for Reducing Stigma
Recent work has highlighted the potential of various technologies
to help people who are targets of stigma: e.g., transgender peo-
ple [41], people who experience pregnancy loss [3], and people
with disabilities [46]. There is extensive literature about chatbots
as part of mental illness interventions, such as using a chatbot to
deliver cognitive behavioral therapy to patients with depression
and anxiety [35] or to offer mental illness patients the safety of
anonymity in health care services [61], and evaluate mental ill-
ness patients’ perceptions of chatbots [1]. Chatbots’ advantages for
mental healthcare include their capacity for flexible and ubiquitous
treatment [1, 35, 61], and the fact that many people are more willing
to disclose their mental-health symptoms to a chatbot than to a
human [54, 58, 77].

The question of how technology can enable new (or enhance
existing) interventions for reducing mental-illness stigma remains
under-researched [76, 87]. Most existing studies have focused on
raising awareness; e.g., through social media campaigns and the
activities of grassroots organizations [34, 76, 87]. Most people are
already somewhat aware of depression [26, 30], but even well-
known mental illnesses are subject to stigma [84]. Thus, beyond
just raising awareness, it is important to dispel misconceptions
that could lead to stigmatizing beliefs. A promising approach to
this end is to increase positive social contact, as peers, between
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members of the general population and people with mental-health
problems [26, 30, 66].

Technology has immense potential for increasing social contact,
whether face-to-face, remote, or simulated. For example, Rodríguez-
Rivas et al. [80] showed that the use of virtual reality and commu-
nication technologies to make contact with mental-health service
users effectively reduced mental-health stigma among the wider
public. Similarly, Cangas et al. [10] demonstrated the potential of
simulated social contact by inviting high-school students to play
a videogame featuring characters with mental illnesses. Specifi-
cally, they reported that the players’ stigmatization of people with
schizophrenia, and perceptions that such people are dangerous,
were both reduced. The key aim of social-contact based interven-
tions of this kind is to facilitate self-disclosure by people who suffer
frommental illness, which can increase their potential for friendship
and intimacy [11, 30, 86]. Such interventions can also increase the
general population’s understanding and ability to make informed
decisions related to mental illness [26, 30].

Storytelling has been found to be a useful and efficient technique
in increasing social contact to reduce mental illness stigma [21,
28, 36, 50]. According to Corrigan et al. [21, 22], storytelling is
efficient in reducing mental illness stigma because of three ele-
ments: storytellers with lived experience, in-person delivery of
stories, and content about mental illness recovery journeys. More-
over, storytellers can disclose experiences in depth by describing
rich contexts and building connections with listeners [36, 67]. In
this way, storytelling can enhance people’s engagement, deepen
their understanding of mental illness, and facilitate empathy toward
mental illness patients [15]. Existing studies have explored ways
of facilitating storytelling. For example, Fong et al. [36] found that
interactivity in storytelling could enhance stigma reduction effects,
but that content was overall more important than interactivity.
Bickmore et al. [8] developed a chatbot that presented first-person
or third-person life stories (including topics such as sports, family,
and outdoor activities) to users. They found that users under first-
person storytelling reported more engagement with the chatbot’s
stories and completed more conversations with the chatbot [8].
Although existing work explores the effects of storytelling, there is
a research gap in exploring whether first-person and third-person
storytelling can help reduce social stigma.

Chatbots have considerable potential for capturing the bene-
fits of positive social contact, insofar as they are generally good
at facilitating people’s self-disclosure, sense of attachment, and
feelings of closeness [54, 58, 83]. In addition, as highlighted by
the Computers Are Social Actors (CASA) paradigm, people inter-
acting with chatbots tend to apply social norms and expectations
(e.g., reciprocity and politeness) derived from human-human rela-
tionships [65]. Research [64] found that users were likely to self-
disclose in reciprocity to a self-disclosing chatbot. However, there
has been little research on how chatbots could leverage this to re-
duce mental-health stigma in the general population [47]. In one
of the few exceptions, Kim et al. [47] attempted to reduce people’s
stigmatization of depressed individuals using a social bot [33] that
described its own depressive symptoms and vulnerabilities through
Facebook posts, and encouraged them to reply. Although interac-
tion between Kim et al.’s participants and the social bot was limited,

participants reported lessened feelings that people with depression
were dangerous, and a greater desire to help them.

The chatbots hitherto deployed in the mental-health domain
have played a variety of roles [52, 53, 83]. For example, participants
in one study [52] offered care and support to a chatbot that dis-
closed its own mistakes, a process that resulted in them developing
more compassion for themselves. Other research [54, 83] further
demonstrated that human-chatbot relationships could gradually be
developed through mutual self-disclosure, which can have a posi-
tive impact on mental well-being. In addition, prior work [53] has
demonstrated that chatbots can act as mediators between humans,
transferring not only sensitive information, but also bridging trust
between parties that have not directly communicated. Although
the existing literature has demonstrated that there are advantages
to both first-person chatbots that disclose their own experiences,
and third-person ones that act as mediators, it is not currently clear
which approach can best be leveraged to reduce stigmatizing atti-
tudes. Filling this gap is important, in that doing so could lead to
design innovations that improve people’s understanding of mental
illness, and help in the fight to reduce stigma.

3 RESEARCH QUESTIONS
We compare our two chatbots with a survey-based approach. The
survey-based approach is similar to that used in prior research [19],
where participants read vignettes and respond to them using sur-
veys. By comparing chatbots that disclose vignettes about mental
illness from both a first-person and third-person perspective, we
expect to learn how each of these approaches shapes relationships
between chatbots and humans, before proceeding to an investi-
gation of the extent to which both designs may lead to stigma
reduction. In these efforts, we are guided by the following research
questions (RQs):

RQ1: To what extent does interacting with each of the two chat-
bot designs facilitate social contact, compared to interacting with a
web survey? To answer this question, we assess (a) the extent to
which participants engage in self-disclosure, and (b) participants’
impressions and perceived relationship with the character whose
experiences with mental illness are described in the vignettes. An-
swering this question will help us understand the extent of each
design’s effects for different types of relationships between chatbots
and humans. This leads in to our next RQ:

RQ2: To what extent does interacting with each of the two chatbot
designs affect participants’ stigmatizing attitudes toward people with
mental illness, compared to interacting with a web survey? Through
answering this question, we hope to discern how reading multiple
stories told by vs. about a person living with mental illness via in-
teracting with chatbots could change stigmatizing attitudes toward
mental illness.Wewill triangulate such understating by operational-
izing stigma using attribution theory [19], social distance [56, 68],
and follow-up interviews.

4 METHODS
Our study is a three-condition, between-subjects, and randomized
experiment, comparing two chatbot conditions with a non-chatbot
condition, with attribution and social distance as the primary mea-
surements. On the first day of the experiment and every other day
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Figure 1: Study design. Our study includes three groups (independent variables): Web survey, Third-person chatbot (TP), and
First-person chatbot (FP). We analyzed response logs (how participants responded to the chatbot), pre- and post-intervention
surveys, and interviews to investigate participants’ relationships with the chatbot and changes in stigmatizing attitudes. In
the two-week study, the web survey group completed its daily task using an online survey, whereas the TP and FP groups
interacted with chatbots. The TP and FP differed in that the vignettes were presented in the third-person and first-person,
respectively. However, the conversation flow as illustrated in this figure was otherwise identical.

Figure 2: Two versions of vignette 2. First-person vignette seen by FP chatbot group (left); Third-person vignette seen by TP
chatbot group and web survey group (right).

thereafter (1, 3, 5, etc.; see Figure. 1), all participants were presented
with a vignette about a person living with mental illness and asked
questions about their opinions and their own experiences. On even-
numbered days (2, 4, 6, etc.), they were asked additional questions
about the previous day’s vignette, aimed at establishingwhether our
three different methods of delivering vignettes would differently
affect the participants’ perceptions of and attitudes toward a person
living with mental illness. All participants read seven vignettes over
14 days, which prior work suggests could deepen their understand-
ing of mental illness and facilitate their empathy in mental illness
patients [60]. Further details about our three experimental groups
are provided below.

Web survey group: Using a web survey platform (Google Form),
participants read vignettes composed in the third-person and then
responded to questions. This design replicates existing studies [2,
32], which asked participants to read vignettes via a web survey or a
hard copy, in order to investigate attitudes of the general population
towards persons with mental illness. Participants in this group read
a paragraph of the vignette and then answered open-end questions
after reading it. We designed this condition chiefly to facilitate
study of the chatbots’ impact on the other two groups.

Third-person (TP) chatbot group: Participants interacted with a
chatbot that told the vignettes in the third-person, acting as a medi-
ator between the participant and the character in the vignettes who
had undergone those experiences. We did not define the chatbot’s
name, gender, or appearance, to avoid introducing biases based on
those traits. Daily interactions started with small-talk, followed by
the vignettes, and then the same follow-up questions as in the web
survey group. Based on this design, the TP chatbot demonstrates
a more interactive form of storytelling compared to the web sur-
vey, which could lead to greater engagement and impact from the
vignette content.

First-person (FP) chatbot group: Participants interacted with a
chatbot that told the vignettes in the first-person, playing the role
of the character from the vignettes telling his own experiences and
stories. The conversation flow was otherwise identical to the TP
chatbot group. This first-person condition extends on Bickmore et
al.’s [8] study, which suggested that using a first-person perspective
can enhance users’ engagement with a chatbot and increase their
retention of its stories. Additionally, we examine whether the FP
chatbot can stimulate social contact [26, 30] to leverage the fact
that first-hand encounters with storytellers with lived experience
has been identified as an effective storytelling strategy for reducing
mental illness stigma [21, 22].
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Table 1: Vignette (Vig.) design and contexts in the two-week
experiment.

Vig. Day Symptoms Context

V1 1 Trouble thinking/concentrating
Loss of interest Academic studying

V2 3 Slowed speaking or body movements
Tiredness/lack of energy Working

V3 5 Feelings of emptiness or hopelessness
Feelings of worthlessness or guilt

Dealing with intimate
relationships

V4 7 Angry outbursts, irritability or
frustration

Interaction with
friends

V5 9 Sleep disturbances
Decreased appetite

Staying with family
members

V6 11 Anxiety, agitation or restlessness
Feeling sad, hopeless or worried

Interaction with
strangers

V7 13 Self-harm thoughts Being alone

4.1 Vignette Design
The vignettes, seven in total, were all about the same man, Kenta,
who experiences depression symptoms. Because prior research [17]
has suggested that gender may affect respondents’ answers about
mental-illness stigma, we assigned the chatbot one gender to keep
this consistent across all participants and conditions. Each vignette
was created based on a different context (Table 1). We extracted
these contexts and their associated symptoms from the DSM-5 and
from vignettes related to depression used in prior studies [14, 45, 51,
55, 57, 73]1. The seven draft vignettes were reviewed and approved
by a psychiatrist member of our research team. By way of example,
Figure. 2 presents both the first-person and third-person versions
of Vignette 2, the context of which is work, where Kenta experi-
ences lack of energy and slowed thinking and body movements.
We composed this vignette to represent some of the symptoms of
depression, based on prior work showing how those symptoms
can negatively impact people at work [55]. Full vignette content
for all three groups and sample dialog flows can be found in the
Supplemental Materials.

4.2 Tasks
4.2.1 Chatting Tasks – Chatbot Groups. Both our chatbots’ conver-
sational flows were inspired by previous findings that small talk in-
creased user engagement in human-chatbot interaction [43, 54, 83].
Prior studies [7, 54, 83] have also shown that small talk is an ef-
fective means of gaining trust from chatbot users and facilitating
disclosure of sensitive topics. Thus, chatbot conversation in both
of our chatbot conditions commenced with small talk and then pro-
ceeded to vignette delivery. Importantly, both chatbots performed
small talk in the first person, i.e., referred to their own opinions
using "I" and "me." Consequently, for FP chatbot users, the small talk
appeared to be with Kenta himself, whereas in the TP condition,
the chatbot and Kenta were separate entities. The small-talk topics,
including but not limited to hobbies, weekend plans, and favorite
foods, were from previous studies [4, 54].

Vignette Delivery. We elected to share a vignette with the
participants every other day, rather than every day (Table 1), to
avoid them becoming overwhelmed by reading depression-related
material.
1https://div12.org/case-studies/

Each vignette was delivered across multiple messages, as shown
in Figure. 1. After each message, the participant was invited to
respond briefly, and once s/he did so (or, after 1-2 minutes if s/he
made no response), the chatbot would proceed to its next vignette
message or, once the vignette was finished, ask some open-ended
questions about the participants’ own experiences and attitudes
related to the vignette’s content. These questions were adapted
from prior studies aimed at evaluating mental-illness stigma [40,
45, 48, 78]. Questions related to whether the participants had had
similar experiences included, "Have you ever had feelings of anger
toward your friends for a period of time, like me?" and "Have you
ever had problems similar to Kenta’s?"; plus a follow-up question
if the participants said they had had similar experiences: "Can
you please describe what happened?" The questions related to the
participants’ attitudes and perceptions toward people with mental
illnesses included, for instance, "Do you believe that mental illness
is a sign of weakness? Why?" and "Do you think Kenta is responsible
for his situation?"

On even-numbered days, when the participants did not receive
new vignettes, the conversation again started with small talk, but
they were then asked for their suggestions about how to improve
the situation described in the previous days’ vignette (e.g., "What
would you do to deal with that problem?"), and whether they knew
others who had similar experiences (e.g., "Has anyone in your family
or friendship group ever had problems similar to Kenta’s?")

4.2.2 Web survey Tasks – Web survey Group. The participants in
the web survey group received the same vignettes and questions
as those in the chatbot groups, following the same schedule, and
with the vignettes told in the third person. Thus, the web survey
group’s experience matched the TP chatbot group’s, except in that:
1) the interface was a web survey, 2) each vignette was presented
in a whole paragraph, and 3) there was no small talk.

4.3 System Implementation
The left-hand side of Figure. 3 shows the chatbot interface, while
its right-hand side shows the online-survey interface used by the
web survey group. In each of these cases, the participants were
allowed to use their own devices to access the interface. All partici-
pants were informed that their responses would be recorded and
shared with the research team. We built the chatbot using Many-
Chat and Google Dialogflow. ManyChat enabled us to develop the
main conversational flow and manage multiple participants during
the study, while Dialogflow – which makes use of use natural lan-
guage processing – was incorporated to increase the naturalness
of the human-chatbot conversations by enabling the chatbots to
give plausible responses to a wide range of participant questions.
In cases where a participant said something beyond the scope of
the predefined content, Dialogflow helped process such statements
by providing simple responses and refocusing the participant on
the chatting task’s topics. If a chatbot detected that a participant
got stuck three times, it would move on to the next question.

4.4 Participants
We used social media and university bulletin boards to recruit
participants from local universities and communities. Our recruiting
criteria were that participants must 1) be at least 18 years of age;
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Figure 3: Chatbot interface(left) andweb survey group survey
interface(right). To fit the conventions of each medium, the
vignettes are split into several messages in the chatbot inter-
face and written as full paragraphs in the survey interface.

2) be able to read, write and speak fluent English; 3) be able to
use messenger platforms on their own devices; and 4) score less
than 12 on the K6 distress scale [75], meaning that they did not
have an urgent mental-health issue. We included this final criterion
because there was a potential risk that the vignettes about mental
illness could cause distress to people who did have such issues [79].
In the recruiting poster, we disclosed the duration of the study,
along with the participants’ right to drop out at any point, and each
participant’s option to attend a follow-up interview at the end of
the two-week experiment.

This process resulted in the recruitment of 89 participants with
a mean age of 27.57 (SD = 4.79), none of whom reported having an
ongoing mental illness or attending counseling sessions. In light
of prior research findings on the potential impacts of both mental-
health literacy and gender on mental-illness stigma [44, 71], the
three groups were balanced in terms of their scores on the Mental
Health Literacy Scale (M = 116.4, SD = 13.35) and gender. The web
survey group comprised 16 females and 13 males; the FP chatbot
group, 17 females and 13 males; and the TP chatbot group, 17
females and 13 males. We conducted a power analysis [31] finding
that, to achieve 80% power for detecting a medium effect size (f = .3),
with an alpha level of 5% [16], the required sample size is 28 for
each group.

4.5 Procedure
Before the two-week experiment began, all participants were asked
to attend an initial online meeting in which the researchers ex-
plained its requirements and helped them set up their respective
groups’ chatbots on their own devices (e.g., mobile phone, laptop).
All participants were informed of their right to drop out of the
experiment at any time, as noted above, but told that full compen-
sation (US$84) was contingent upon their completion of the 14
daily tasks. If a participant could not meet this requirement, their
compensation was reduced in proportion to the number of days
they completed, at a rate of $6 per day. They were also notified
that if any content or questions made them feel uncomfortable,
they could skip them without penalty. They were instructed not to
discuss their respective interactions with one another until after
the experiment was finished. TP and FP participants were informed

that they would be interacting with a “chatbot,” not an actual hu-
man, and their responses would not be shared with others (only
to researchers). For TP participants, the chatbot did not describe
having a specific type of relationship with Kenta (e.g., friends, col-
leagues, and doctors). This was to keep the web survey and TP
chatbot conditions consistent, and to avoid introducing a specific
relationship as a confounding variable. In the same meeting, the
participants were asked to fill out a pre-intervention survey to
collect their original beliefs and perceptions toward people with
mental illnesses (Figure. 1). Finally, to ensure they understood how
to complete the daily tasks, they were guided through a 10-minute
training session with their chatbot or survey.

On each day of the experiment, the FP chatbot and TP chatbot
groups received a new chatting task reminder from the chatbot,
and the web survey group received a message containing a URL
for their survey task. All groups were given about 10 hours (i.e.,
from 2 p.m. until 11:59 p.m.) to finish each day’s task, which was
designed to last about 15 minutes. If a participant tried to access the
chatbot outside of the daily-task time window, the chatbot would
not respond.

At the end of the experiment, all participants were asked to
complete a post-intervention survey containing the same items
as the pre-survey (Figure. 1), to allow us to examine the extent to
which our interventions impacted their perceptions of and attitudes
toward persons withmental illnesses. In recruiting interviewees, we
strove to keep the numbers from each group balanced; there were 49
– representing 55% of all study participants – including 16 from the
web survey group, 17 from the FP chatbot group, and 16 from the TP
chatbot group. The researchers debriefed each interviewee about
this research’s goal and discussed any concerns s/he had at the
end of the interview. The researchers also sent an email including
relevant anti-stigma educational materials and other information
to all participants, to help them better understand mental-illness
stigma.

4.6 Measurement
To investigate whether and how chatbot designs affect people’s
stigmatized attitudes toward persons with mental illness, our re-
search follows the model in Figure. 4 to progressively break down
the impact of the intervention designs. RQ1 investigates how our
designs could facilitate participants’ social contact with the chatbot.
The quality of social contact is evaluated by analyzing participants’
self-disclosure to their chatbot partner in the daily response logs,
as well as interview responses about their perceived relationships
with the chatbot. In RQ2, we examine how chatbot-based social con-
tact affects stigmatizing attitudes and beliefs. This analysis draws
on Corrigan et al.’s [19] attribution model, which states that per-
sonal responsibility beliefs are associated with emotional responses,
which are subsequently associated with discriminatory behavioural
responses. To answer these questions, we triangulate our analysis
across surveys, daily response logs, and interviews, as described in
the following sections.

4.6.1 Surveys. Before filling out the pre-survey mentioned above,
participants read the following vignette: "Kenta is a 22-year-old
man pursuing his bachelor’s degree in Japan. In his spare time, he
works as a waiter at a local restaurant, and spends a great amount
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Social Contact (RQ1) Stigmatizing Beliefs (RQ2)

Perceived relationship

Self-disclosure

Personal responsibility 
(personal responsibility beliefs, 
Internal/external attributions)

Emotional responses 
(anger, pity, and fear)

Behavioural responses 
(helping, coercion-segregation, 

and social distance)

Reduces

Goal: Design chatbots that replicate experience of social contact, in order to 
reduce stigmatizing beliefs

Evaluated through RQ1 (about social contact) and RQ2 (about stigmatizing 
beliefs)

Figure 4: Study conceptual model. To evaluate the chatbot’s
ability to replicate social contact to reduce mental illness
stigma, we interviewed the participants and measured their
self-disclosure behaviors through participants’ response logs
to understand the social contact quality, and we then an-
alyzed the pre-and post-intervention surveys to analyze
changes in stigmatizing attitudes (dependent variables).

of time reading and writing. However, Kenta has been diagnosed
with depression recently. Sometimes, he becomes upset and cannot
concentrate on his studies and work. He lives with his girlfriend and
cannot to do much, especially household chores. He feels angry about
his surroundings, and gets frustrated about where the fury comes
from. When Kenta is alone, he has realized that he has self-harm
intentions." In the post-survey, on the other hand, the participants
did not read this or any other vignette, but instead answered the
survey items based on the impressions of Kenta they had gained
during the two-week study.

The survey questions were borrowed from two questionnaires
widely used in prior literature: Corrigan et al.’s attribution ques-
tionnaire [19] and the social distance scale (SDS) [56, 68]. The
attribution-questionnaire items covered the following three main
components: 1) Personal responsibility beliefs, 2) Emotional re-
sponses: pity, anger, and fear, and 3) Behavioural responses: help-
ing, and support for coercion and segregation [19]. Each such item
was rated on a nine-point semantic-differential type scale ranging
from 1 = "not at all" to 9 = "very much." Example questions were:
1) "How responsible, do you think, is Kenta for his present condi-
tion?" and 2) "How dangerous would you feel Kenta is?" The SDS
provides further insight into behavioral responses. It is widely used
to evaluate participants’ behavioral intention towards people with
mental illnes [56, 68]. The SDS contains seven items [56], examples
of which include: "How would you feel about renting a room in your
home to someone like Kenta?" and "How would you feel about recom-
mending someone like Kenta for a job working for a friend of yours?"
All the SDS items we used were responded to on a four-point scale,
from 0 = "definitely willing" to 3 = "definitely unwilling."

4.6.2 Daily response logs. All the participants’ conversations with
chatbots and responses to online surveys were logged. After reading
each vignette, as briefly noted above, they were asked two types
of questions over two days: first, whether they had experienced

something similar to what was described in the vignette (and asked
to elaborate if they answered positively); and second, about their
perceptions and attitudes toward Kenta’s behavior. They were also
asked to provide advice to Kenta.

To explore any differences among responses from the three
groups, two raters were hired to code all data independently. Be-
fore actually rating, they practiced rating all participants’ first two
days of responses and discussed differences until a consensus was
reached, and then discussed revisions. They categorized responses,
firstly, according to whether the participant said s/he had had a
similar experience; and if so, secondly, whether they self-disclosed
about that experience in their responses [5]. We coded partici-
pants’ self-disclosure because of prior research findings [54, 83]
that people’s self-disclosure to a chatbot is related to their perceived
closeness with it; therefore, the presence of self-disclosure by our
participants could imply positive social contact between them and
their respective chatbots, which would help us answer RQ1.

Thirdly, the coders categorized whether their perceptions and
attitudes were related to internal attributions (e.g., personality, be-
liefs) or external ones (e.g., situational or environmental features).
This was done because of previous studies’ suggestions that attri-
bution error is related to people’s prejudice and bias [24, 42]. If a
participant’s response included both internal and external attribu-
tions, then both codes were recorded. The results of this part of
our coding scheme helped us answer RQ2. Example responses are
presented in the Results section.

4.6.3 Interviews. Our interviews were semi-structured and lasted
35-45 minutes. They focused on the interviewees’ 1) daily prac-
tices and experiences of using our systems; 2) impressions of and
attitudes toward the vignette’s character; 3) impressions and per-
ceptions of the chatbot, if applicable; and 4) understandings of and
reflections on the impact (if any) of their participation in the study
on their thoughts about people with mental illnesses. Regarding
the first category, we asked if they felt hesitant while reading the
vignettes and/or while answering the follow-up questions. Regard-
ing the second and third categories, we asked them to describe
their impressions of the character of Kenta (and, for those in the TP
condition, the character of the separate chatbot), and where those
impressions came from. We also asked if such impressions, and/or
their relationships with these characters, changed over time; and if
so, how and why. For the final category, all the participants were
asked to share their reflections about reading the vignettes and
what understanding they may have gained from that process.

We transcribed the interview recordings and used thematic anal-
ysis to categorize each response according to the questions’ con-
texts [70]. Two researchers independently familiarized themselves
with the interview data and iteratively reviewed and labeled six
interview responses to develop initial codes. The researchers then
coded all the other interview responses independently, and held
meetings to review and compare their coding results. Then, they
discussed possible revisions. The cycle was repeated until the cod-
ing scheme was deemed satisfactory by both raters, and inter-rater
reliability had reached a reasonable level (̂ = .86).
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Table 2: Results of coding a conversational log (a) where the participant had similar experiences or symptoms as the character
in the vignette; and (b) where the participant shared his/her prior experiences

V1 V2 V3 V4 V5 V6 V7

(a) Similar Experience
(Yes/Responses)

Web survey 10/28 (36%) 14/29 (48%) 20/29 (69%) 14/28 (50%) 13/28 (46%) 21/28 (75%) 21/29 (72%)
FP chatbot 21/29 (72%) 17/30 (57%) 22/29 (76%) 16/29 (55%) 15/29 (52%) 23/30 (77%) 18/29 (62%)
TP chatbot 22/30 (73%) 16/30 (53%) 24/29 (83%) 15/30 (50%) 16/30 (53%) 23/29 (79%) 21/29 (72%)

(b) Self-disclosure
(Yes/Similar Experience)

Web survey 4/10 (40%) 9/14 (64%) 12/20 (60%) 8/14 (57%) 7/13 (54%) 9/21 (43%) 7/21 (33%)
FP chatbot 10/21 (48%) 11/17 (65%) 17/22 (77%) 11/16 (69%) 13/15 (87%) 19/23 (83%) 11/18 (61%)
TP chatbot 7/22 (32%) 8/16 (50%) 14/24 (58%) 8/15 (53%) 9/16 (56%) 14/23 (61%) 8/21 (38%)

5 RESULTS
5.1 Evaluating Social Contact (RQ1)
To answer RQ1, we analyzed the extent to which responses con-
tained self-disclosure, which helped us infer whether social contact
between participants and chatbots had been effectively stimulated.
We then drew on our interview data to investigate reasons and
context for the quantitative results.

To evaluate participants’ self-disclosure, we counted how many
in each group answered that they had similar experiences or symp-
toms to those described in each vignette (e.g., insomnia, trouble
concentrating). As Table 2(a) shows, the results were similar across
all three groups, and a Kruskal-Wallis analysis of variance (ANOVA)
indicated that there were no significant inter-group differences. Of
those participants who had similar experiences to Kenta’s, we com-
pared the number in each group who self-disclosed about those ex-
periences in response to each vignette, and the results are displayed
in Table 2(b). Our analysis indicated that there were significant
inter-group differences in the level of self-disclosure (F=4.85, 𝑝<.05),
with post-hoc analysis showing that there was more self-disclosure
in the FP chatbot group than in the other two groups. This result
suggests that the FP chatbot design facilitated the development of
greater reciprocity, as compared to the other two conditions.

5.1.1 Perceived Relationships and Interaction with Chatbots. Even
though all participants knew they were interacting with a chatbot,
their interactions and reflections during interviews indicate that
they treated the chatbot as a social actor. We derived this conclu-
sion from analyzing how interview participants described their
impressions of the chatbot, and the specifics of their interactions.
Below, we present a selection of those findings.

When asked how they pictured Kenta, many (n = 13) interviewees
from the FP chatbot group described their image of him in relation
to their own lives. For example, P56 (F) said, "Kenta and I went to the
same college. [. . . But we] don’t live in the same district. We don’t work
in the same restaurant." Interestingly, this tendency was discernible
only in the FP chatbot group’s data.

Furthermore, 10 FP-group interviewees said they regarded the
vignettes as Kenta’s self-disclosures to them, and indicated that
they therefore 1) wanted to reciprocate that disclosure and 2) felt
socially engaged. P48 (M) stated: "People around me wouldn’t share
those personal things that were displayed in the vignettes. I was a
bit surprised about Kenta disclosing his depression stories, so I felt
he wanted to build a close relationship with me and had trust in
me. I kind of felt that he was anticipating I would respond in kind,

and so decided that I should." This may help explain why FP-group
members engaged in more self-disclosure than other groups.

Interestingly, this sense of connection seemed to influence the
way the FP chatbot group interacted with their chatbot. Two-thirds
(n = 11) of the FP-group interviewees reported changing their chat-
ting strategies to support Kenta and to avoid causing harm, as P35
(F) explained: "In the beginning, I tended to use soft words in the
conversation because Kenta was already gloomy, and I didn’t want to
make him feel worse. However, when I felt he was not getting better,
I changed my tone to be stronger, because I wanted to shake him up
and recommend that he see a doctor."

Five FP-group interviewees mentioned that their worry about
Kenta caused them emotional disturbance (e.g., feelings of frustra-
tion and sadness). As P33 (F) told us, "I felt Kenta’s symptoms were
getting worse. I suggested he see a doctor, but he did not take my
suggestion. I got frustrated and tried to hide my frustration when con-
versing, because it did not seem to stimulate him. I used strong words
in the beginning, but learned that they were ineffective for comforting
him. So I avoided using strong words in our later interactions."

In the TP chatbot group, as compared to its FP counterpart,
most interviewees did not provide vivid descriptions of the Kenta
character, presumably because they did not directly interact with
him. The majority of the TP-group interviewees (n = 11) tended
to interpret the chatbot’s role as intended to stimulate their own
deep reflection on the relevance of Kenta’ stories to their own lives.
As P65 (M) stated in his interview, "The chatbot was like a mental-
health professional to share Kenta’s stories and guide me to reflect
on each question. It was helpful because some questions [e.g., if I had
similar thoughts as Kenta or someone I know had similar experiences]
reminded me that I should not ignore the fact that mental illness is
around us."

Additionally, our use of the TP chatbot to introduce vignettes
and collect responses seems to have encouraged the participants to
disclose their thoughts deeply. Six TP-group interviewees indicated
that using the chatbot to collect their responses encouraged their
self-disclosure because they did not have to worry either about its
feelings or how Kenta might react to what they were saying. As S63
(F) put it: "I felt comfortable disclosing my thoughts and experiences to
the chatbot because some of my answers might be sensitive to disclose
to a real person. The chatbot would not judge my thoughts, and also
Kenta would not be affected by my responses."

However, it is worth noting that four TP-group interviewees
reported seeing their chatbot as a person who was gossiping about
Kenta’s difficulties andmental status, which led them to be reluctant
to answer some of its questions. As P83 (F) said, "I did not engage in
the conversation with the chatbot, because it kept asking about my
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perceptions toward Kenta’s situations according to those short stories
[. . . ] and ignoring his other aspects and characteristics. This made me
feel the chatbot was just gossiping about Kenta’s stories and didn’t
really care about him."

In the web survey group, no-one gave a vivid description of
Kenta. Five interviewees of the web survey group reported that
they intentionally offered survey responses with relatively positive
tones, out of a sense that it was important to use good manners
toward people with mental-health problems. For instance, S1 (M)
told us, "I kind of deliberately used a pleasant tone when answering
the question. Although I did not have negative thoughts about people
with mental illnesses, this doesn’t mean I have a positive perspective
about them either. I just didn’t want to make myself look mean to
them."

In summary, our interview results suggest that several factors
contributed to the changes in the interviewees’ perceptions of their
interactions and responses. In the FP chatbot group, because the
chatbot directly portrayed the Kenta character, the interviewees
had vivid impressions of Kenta and developed a sense of social
contact with their chatbot through daily interaction. This led those
participants to value being considerate toward Kenta, and even to
change their conversational strategies to help him get well and/or
out of a sense that they had a responsibility to respond. In general,
the TP-group interviewees lacked the sense of having a relationship
with their chatbot that the FP-group interviewees had with theirs;
however, this meant that some TP members felt safer respond-
ing honestly, without fear of offending Kenta. Finally, because the
web survey group was non-interactive in character, its members
unsurprisingly did not report any feelings of social contact.

5.2 Changing Stigmatizing Attitudes (RQ2)
RQ2 examined the extent to which participants’ stigmatizing atti-
tudes were affected by the intervention in each group. This was
mainly studied using the pre-and post-intervention survey results.

To analyze the survey results, we conducted a multivariate analy-
sis of variance (MANOVA), and calculated Wilk’s Λ to test whether
there were one or more mean differences between experimental
groups, across all dependent variables. The result showed that there
was a statistically significant difference between groups (Wilk’s
Λ = 0.58, F = 24.62 𝑝 < .05). This implies that a significant portion
of the variance among dependent variables was accounted for by
group differences. We then conducted mixed-model ANOVAs to
examine the direct effects of group membership (i.e., web survey
group, FP chatbot group, or TP chatbot group) and time-point (i.e.,
pre- vs. post-intervention surveys), as well as the interaction effect
group membership × time-point, on the participants’ attitudes and
beliefs toward people with mental illness. This was followed by
post-hoc comparison using Tukey’s HSD test, which tests pairwise
means with adjustments for multiple comparisons. Mauchly’s Test
of Sphericity was also used to verify that the assumption of spheric-
ity was not violated. The dependent variable was the self-reported
score for each construct on the attribution questionnaire and SDS.
The results are presented in Table 3.

By examining participants’ attitudes and beliefs toward a person
with mental illness across the pre- and post-intervention surveys,
we found several significant results suggesting that our chatbot

designs had affected their attitudes (Table 3). Overall, there was no
significant difference between groups in the pre-survey since the
participants were randomly assigned to the three groups with con-
sidering the gender balance. Analyzing the post-survey, we found
that five out of seven dependent variables have a significant inter-
action effect, which implies that our interaction designs (groups)
affected participants’ emotional and behavioral responses toward
Kenta differently. We further present their interview results to un-
derstand participants’ rationale for their changing stigmatizing
attitudes.

5.2.1 Personal Responsibility. This section examines participants’
beliefs about the extent to which Kenta is personally responsible
for his mental illness.

The Personal responsibility item in Table 3 is scored using Corri-
gan et al.’s [19] attributionmodel. Therewas a significant interactive
effect of group membership and time-point on responsibility be-
liefs, even though there was no significant main effect of either
of these variables. In the pre-intervention survey, all three groups
had very similar levels of responsibility beliefs about Kenta. In the
post-intervention survey, on the other hand, post-hoc analyses indi-
cated that the FP and TP chatbot groups’ responsibility beliefs were
significantly lower than the web survey group’s (𝑝 < .05). However,
there was no statistically significant difference between the post-
intervention survey scores of the FP and TP groups. These results
indicate that the participants who interacted with either chatbot felt
Kenta was less responsible for his present situation after reading
the vignettes in various contexts, as compared to those participants
who did not engage in any chatbot interaction.

Additionally, we triangulated this result by coding participants’
daily response logs according to 1) internal attribution (e.g., per-
sonality, beliefs) or 2) external attribution (e.g., situational or envi-
ronment features) because attribution error is related to people’s
prejudice and bias [42]. For example, a coding of external attribution
was given to the following two statements: "I think his colleagues
have to be responsible for Kenta’s situation since he was not in good
condition apparently. They should help him out." "I understand that
having studies, a part-time job, and many other things at the same
time are stressful. Thus, it is not your fault. I’d encourage you to ask
your colleagues for help." The following statement, in contrast, was
coded as internal attribution: "Kenta has a weak spirit. He should be
stronger. He’s not the only person who has to work hard to survive."
The results are reported in Table 4, which shows that the FP chat-
bot group had a higher proportion of members who made external
attributions regarding Kenta’s vignettes than either the web survey
group or the TP chatbot group. A Kruskal-Wallis ANOVA indicated
that there were significant differences among all three groups (F =
27.9, 𝑝 < .001). These findings suggest that the FP group members
were the most likely to attribute Kenta’s condition to situational
rather than dispositional factors – a possible sign that their stigma-
tization of people with mental illnesses was lower than that of the
other two groups.

Finally, interview responses yield further insights about why par-
ticipants’ evaluation of Kenta’s personal responsibility differed be-
tween conditions. The majority (n = 11) of the FP chatbot group in-
terviewees expressed the opinion that external factors were largely
responsible for Kenta’s difficulties. Moreover, many participants
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Table 3: Mean and SD values of each construct in the post-intervention survey and mixed-model ANOVA results. X means no
effect. This table highlights post-survey and statistics results since there was no significant difference between groups in the
pre-survey responses.

Post-survey Mixed-model ANOVA

Control FP chatbot TP chatbot Interaction effect Group membership Time-point

Mean SD Mean SD Mean SD F p F p F p

Personal
Responsibility

5.00 2.13 3.89 2.30 4.21 1.72 3.99 <.05 X X

Emotional Response
Anger 2.17 1.78 2.48 1.93 2.82 1.81 X X X
Pity 6.53 2.17 6.42 2.41 6.16 2.29 X X 4.30 <.05
Fear 3.89 2.10 2.68 1.56 3.86 1.94 4.45 <.05 3.54 <.05 X

Behavioral Response
Helping 4.5 1.90 5.72 2.16 5.64 2.04 4.06 <.05 X X
Coercion-
Segregation

4.07 2.17 2.41 1.94 3.35 1.96 8.03 <.001 6.62 <.005 X

Social Distance 14.96 5.01 10.14 5.02 11.48 5.76 6.68 <.005 X X

Table 4: Results of coding a conversational log whether the participant’s attitude toward the main character’s situation in the
vignette had internal or external attributions

V1 V2 V3 V4 V5 V6 V7

Attribution
(External/Responses)

Web survey 11/28 (39%) 14/29 (48%) 13/29 (45%) 10/28 (36%) 11/28 (39%) 14/28 (50%) 13/29 (45%)
FP chatbot 14/29 (48%) 19/30 (63%) 20/29 (69%) 19/29 (66%) 18/29 (62%) 19/30 (63%) 17/29 (72%)
TP chatbot 13/30 (43%) 14/30 (47%) 14/29 (48%) 12/30 (40%) 14/30 (47%) 12/30 (40%) 12/29 (41%)

in the same group remarked that talking with Kenta offered them
an intimate understanding of the struggles of coping with mental
illness. For example, P42 (M) said, "I have friends who have some
similar conditions, and to be honest I did not know their feelings. In
this study, I see Kenta as a tough and strong individual who needs to
fight with himself. Kenta told me in detail about his inner thoughts
and how he perceived things, and asked my opinions. I felt he was ea-
ger to find solutions to his mental problem." These statements reflect
a wider belief among the FP participants that Kenta was trying to
improve his situation, even though it was at least partially out of
his control.

Half the interviewees (n = 8) from the TP chatbot group attrib-
uted Kenta’s difficulties to external factors. P81 (F), for instance,
said: "[H]e was suffering from stresses from external sources, which
were not easy for him to deal with. I did not see someone around him
actively offering him support."

Nonetheless, the other half of the TP-group interviewees (n
= 8) remarked that the vignettes never mentioned if Kenta had
tried to reach out to any mental-healthcare providers, and that this
made them doubt Kenta’s motivation to get better. For example,
P77 (M) said, "I sympathized with Kenta’s situation, but noticed the
chatbot never said Kenta was going to see a mental-health specialist,
which made me wonder if Kenta himself really wanted to deal with
his mental illness." Notably, this particular concern about Kenta’s
personal responsibility was more prevalent in the TP group than
in the FP group (n = 2).

Only a quarter (n = 4) of the web survey group interviewees
made comments about the role of external factors in Kenta’s sit-
uation; and a large majority of them (n = 12) commented on the
fact that Kenta did not seek help from a mental-health professional.
Beyond simply questioning his motivation, nine participants from
the web survey group made remarks explicitly blaming Kenta. For
instance, P16 (M) said: "Over these two weeks, I felt a bit disappointed
in Kenta. Why was he so weak and negative about his life? He caused
a lot of trouble to others. He should see a doctor! If he doesn’t want to
help himself, no one will help him."

In sum, our analysis of the pre- and post-survey results indicates
that, after the intervention, members of both chatbot groups felt
Kenta was less personally responsible for his present situation than
did members of the web survey group. The survey results did not
identify different outcomes between the FP and TP Chatbot groups.
However, our analysis of the daily response logs and interview
responses revealed evidence that members of the FP chatbot group
expressed greater empathy toward Kenta personally and tended to
attribute Kenta’s situation to external factors more often.

5.2.2 Emotional Responses.
Anger. This item measured participants’ degree of anger toward

Kenta. Across the three groups, the level of anger was low in both
pre- and post-intervention surveys. In other words, the participants
generally did not express anger at Kenta, irrespective of how much
information about him they had received, or whether they were
part of the web survey, TP chatbot, or FP chatbot group.
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Pity.This itemmeasured howmuch sympathy participants would
feel for Kenta. There was a significant effect of time-point on the
participants’ feelings of pity toward Kenta, but no significant group
membership or interactive effects. That is, there was no significant
difference in pity scores across the three groups, and all groups’
average pity scores increased in the post-intervention survey.

Fear. This item was to evaluate how participants perceived dan-
gerous and threatened by Kenta. Fear of Kenta revealed significant
main effects of group membership as well as an interaction effect,
but there was no significant effect of time-point alone. Post-hoc
analyses indicated that the FP group’s level of fear toward Kenta
was significantly lower (𝑝 < .05) than that of either the web survey
group or the TP group in the post-intervention survey, whereas
the three groups’ respective levels of fear in pre-intervention sur-
vey were not significantly different. These results indicate that
interacting with FP chatbot may have significantly lowered the
participants’ fear toward Kenta. Interview results help explain this
finding. Seven FP interviewees reflected that their prior stigma-
tizing thoughts were due to unfamiliarity with people living with
mental illness. As P33 (F) explained: "I had concerns about the safety
of being around a person with mental illness. However, Kenta chatted
with me like a normal friend and shared his feelings over two weeks,
and I realized my prior thoughts about people mental illness was
extremely stigmatizing because of my unfamiliarity with them." In
other words, what might be called the ‘insider perspective’ derived
from talking directly with Kenta seems to have contributed to a
reduction in stigmatizing thoughts.

5.2.3 Behavioural Responses.
Helping. This item evaluated participants’ willingness to support

people with mental illness like Kenta. Again, we found a significant
interaction effect, but no significant main effects, of time-point
and group membership. Post-hoc analysis showed that, in the post-
intervention survey data, the FP and TP chatbot groups’ willingness
to help was significantly higher than the web survey group’s (𝑝
< .01). This suggested that, after the participants interacted with
either chatbot over two weeks, they were more willing to support
people with mental health problems than the members of web
survey group were.

Coercion-Segregation. This item measured how participants per-
ceived that Kenta should be hospitalized and kept away from his
neighbors. There was a significant main effect of groupmembership,
and a significant interactive effect of group membership and time-
point, but no significant main effect of time-point alone. Post-hoc
analysis showed that the interactive effect was significant because,
in the post-intervention survey, the FP chatbot group had a sig-
nificantly lower level of endorsing Coercion-Segregation than the
web survey group did (𝑝 < .05), despite all three groups having had
similar levels of such endorsement in the pre-intervention survey.
Interestingly, the TP group did not exhibit a significant difference
in this regard from either of the other two groups at the end of the
intervention. These findings imply that the FP chatbot decreased
its users’ endorsement of sending people with mental illness away
to institutions and isolating them from society, to a degree that the
TP chatbot did not match.

Social Distance. This measures participants’ behavioral inten-
tion to maintain social distance from people with mental illnesses

and socialize with them. All three groups had very similar levels
of SDS in the pre-intervention survey. There were no significant
main effects of time-point or group membership on SDS score,
but their interaction was significant. Post-hoc analyses showed
that, at our second time-point, the participants in the FP chatbot
group had significantly lower SDS scores than those in the web
survey group. Although the FP group’s mean SDS score was smaller
than the TP group’s at that same time-point, that difference was
non-significant. We also found that the web survey group mem-
bers’ average post-intervention SDS was significantly higher than
their pre-intervention one (𝑝 < .05); and that the FP group’s post-
intervention SDS was significantly lower than its pre-intervention
one (𝑝 < .05). However, the TP group’s pre- and post-intervention
SDS scores were not significantly different from each other. These
findings suggest that the FP chatbot significantly drove positive
change in people’s social-distancing views, but that a survey-based
approach using the same vignette content had the opposite result,
contrary to its purpose and our expectations.

Interview results offer an explanation for these findings about
behavioural intention. Six web survey group participants explicitly
stated that they would rather keep their distance from a person
with mental illness because they saw Kenta’s stories as representing
potential challenges they might face when interacting with some-
one like him. P22 (F), for example, told us: "I may stay away from
people with mental issues because I’m afraid of accidentally saying
the wrong thing, something that will make them more upset or angry.
I don’t have enough confidence that I would be able to help them."
This suggests that a lack of familiarity with people experiencing
mental illness contributes to a lack of confidence about how to
interact with them. Accordingly, the lack of a sense of familiarity
with Kenta among members of the web survey group is likely to
influence their desire for maintaining social distance.

5.3 Summary of Results
The aim of this work was to investigate the extent to which chat-
bots might facilitate social contact with, and change stigmatizing
attitudes toward, a person with mental illness. We compared three
conditions: A web survey group in which participants interacted
with an online survey (replicating approaches from prior work);
and two chatbot groups in which participants interacted with a
chatbot that told stories about mental illness experiences from ei-
ther a third-person or first-person perspective. We identified that
chatbots were more effective at facilitating social contact, and in
reducing participants’ stigmatizing attitudes when compared to the
web survey condition. Further, we identified significant differences
between the two chatbot designs with regard to those outcomes.

RQ1 asked how interacting with each of the chatbots might
facilitate social contact, compared to interacting with a web survey.
We found that participants in the FP chatbot group engaged in more
self-disclosure and were more likely to form vivid impressions of
Kenta, when compared to members of the other groups. Further,
even though participants knew the chatbot was not a real person,
two-third of interviewees in the FP chatbot group described treating
the chatbot as a social actor, for example by trying to be supportive,
and one-third described feeling worried about Kenta’s experiences
over time. By contrast, two-thirds of TP chatbot group interviewees
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expressed that the chatbot encouraged self-reflection, and one-third
remarked that they could respond frankly to the chatbot without
being judged. However, almost one-third were reluctant to disclose
their feelings to the chatbot because they viewed it as ’gossiping’
about Kenta, which they disliked.

RQ2 asked about the extent to which interacting with each of
the chatbots might affect participants’ stigmatizing attitudes to-
ward people with mental illness, compared to interacting with a
web survey. One of the most striking differences among the groups
was that, on the post-intervention survey, participants who inter-
acted with either chatbot reported that Kenta was less personally
responsible for his situation than did participants in the web survey
group. Additionally, during the two-week intervention, FP-group
members were more likely than others to respond to questions by
referring to Kenta’s surrounding circumstances rather than attribut-
ing Kenta’s situation to his own dispositional factors. This could
be explained by CASA, since attributing an undesired situation to
external factors is generally more socially acceptable than blaming
an individual to their face [12].

Additionally, interacting with either chatbot (especially the FP
chatbot) appears to have resulted in reduced stigmatizing emotional
and behavioural responses, when compared to interacting with the
web survey. Comparing the pre- and post-intervention surveys, fear
decreased in the FP group, yet remained steady in the web survey
and TP group. Regarding behavioural responses, participants who
interacted with the FP chatbot reported reduced stigma across all
three behavioural dimensions (helping, coercion-segregation, and
social distance), TP chatbot group members had improved scores to-
ward only one dimension (helping), and web survey groupmembers
reported an increased desire for social distance after the interven-
tion, and no changes to other categories. These results clearly show
that chatbots’ role differences affected people’s perceptions of the
vignettes and their attitudes toward people with a mental illness;
and that a chatbot that spoke in the first person had a greater effect
on reducing measures of stigma than its third-person equivalent.

6 DISCUSSION
6.1 The Impact of Intervention Designs on

Reducing Stigmatizing Attitudes
Previous studies [30, 66, 86] have suggested that facilitating positive
social contact between people with mental illness and the general
population is an effective anti-stigma intervention. Analysis of our
interview and daily response logs provides evidence that the FP
chatbot was able to stimulate social contact between participants
and itself. To be specific, many interviewees in the FP group ar-
ticulated a vivid image of the vignette character as a person, and
regarded the vignettes as his self-disclosure. Members of the web
survey and TP groups, on the other hand, did not appear to develop
any such impression. We infer that this led to a further reciprocal
effect [52, 54, 65]: the eliciting of participants’ own self-disclosure
in response to that of the FP chatbot. Past work has recognized
mutual self-disclosure as a facilitator of social contact and even
friendship [30, 74]. Our results support and extend that work.

We found that differences in our study’s interaction design af-
fected our participants’ interpretations of Kenta’s motivation to
improve his mental health. In particular, many FP chatbot users

described their conversation with the chatbot as representing the
character’s active efforts to seek advice for his situation. Some ex-
plicitly reflected that this perspective made them want to reduce
what they now recognized as their own stigmatizing thoughts. In-
terviewees from the TP chatbot group, on the other hand, expressed
sympathy for the fact that Kenta’s challenges were largely out of
his control, but simultaneously questioned whether he was taking
his fair share of the responsibility for bettering his situation. Lastly,
the interviewees from the web survey group were much more likely
to blame Kenta for his situation, and many expressed a desire to
keep their distance from people with mental illness.

Our study resonates with existing research [21, 28, 36, 50] that
found storytelling to be an efficient technique for increasing social
contact to reduce mental illness stigma. Furthermore, our findings
partially echo those of prior studies[15, 52, 54] that suggested a
chatbot sharing stories ostensibly about itself could trigger its users’
compassion and reciprocity. The current study’s results further in-
dicate the importance of a chatbot’s role in storytelling to change
people’s attitudes. That is, even though both the FP and TP groups
interacted with their respective chatbots in the form of reciprocal
message exchanges, and even though the vignettes’ substantive
content was the same, inter-chatbot differences led to divergent at-
titudes and perceptions. Moreover, four TP chatbot users perceived
their chatbot as a person gossiping about the vignettes’ character,
a view that could easily have distorted these users’ perceptions and
experiences of interacting with it. These findings provide important
insights into the effects of interaction styles on changing people’s
attitudes, and future designers should be aware of the importance
of situating the chatbot’s role.

Nevertheless, we believe more research is necessary to explore
how a chatbot could affect attribution processes [19, 24]. For ex-
ample, it would be useful to learn how to leverage social contact
during interactions to activate more situational attribution, and
how to structure interactions to reduce social distance, as doing
so could lead to theory-based exploration of chatbot designs for
reducing social stigma.

6.1.1 Guiding positive thinking. We found that experiencing the
vignettes, irrespective of the delivery method, helped improve most
participants’ awareness and understanding of a putative person
with mental-health problems. This echoes a previous study [47] in
which participants described having a better awareness of their own
mental health, and more positive perceptions of people with mental-
health problems, after interacting with a bot that made social-media
posts about having depression. The present research further found
that, even though reading vignettes could help increase people’s
exposure to those with mental illnesses, exposure alone might not
be enough to elicit positive reflection.

Specifically, even though all groups reported increased pity, and
interviewees from all groups described reflecting about their opin-
ions, some participants interpreted the vignettes from a negative
perspective, and disproportionately so in the web survey and TP
groups. That perspective included blaming the character for being
weak, and believing it would be difficult to interact with him in real
life. This may suggest that interpretations of the vignettes in the TP
and web survey groups were affected by unconscious bias toward
mental illness [59, 84, 85], which could have caused their members
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to focus on negative interpretations that matched that bias. While
our study did not include measurement of unconscious bias (e.g.,
an implicit-association test [84]), it would be beneficial if future
research explored how participants’ unconscious bias affected their
interactions with and interpretations of a computer agent.

6.2 Design Implications
Chatbots have been used to support self-improvement such as reduc-
ing public speaking anxiety [89], guiding users through reflections
about physical activity to increase their motivation [49], and help-
ing new migrants navigate integrating into their host country [13].
Our results suggest that chatbots can also motivate outward-facing
behavioural changes by reducing stigmatizing thoughts. One way
to leverage this could be through online anti-stigma campaigns,
where the low-cost of chatbots could facilitate their deployment
on national or other large scales [82]. Another possibility is to use
chatbots as part of a workplace or institutional training for work-
ers who interact with people who might have mental illness. This
could leverage the ability of chatbots to support reflection [49], by
creating a low-stakes interaction through which users reflect on
and challenge their biases.

To further boost the positive effects of social contact, future
researchers could consider designing a first-person chatbot that
uses strategies such as intergroup cooperation from prior social-
contact interventions [30]. For example, Corrigan et al. [21, 23]
suggested that encouraging different groups to work together on
shared tasks could help foster common experience and break down
stereotypes. Thus, chatbots could be designed that enlist users in a
human-chatbot collaborative task. Working together with a chatbot
character representing someone who struggles with mental illness
or has other stigmatized experiences may be an effective way for
users to overcome their stigmatizing beliefs.

Moreover, most existing information campaigns focus on con-
tent: i.e., what information is most effective in reducing stigma.
The present work, in contrast, has demonstrated that chatbots not
only can enhance these traditional information campaigns by de-
livering relevant stories through conversational interfaces (e.g., TP
chatbot), but also provide opportunities to develop new, scalable
intervention methods for reducing social stigma, such as the FP
chatbot that stimulates a sense of social contact. Our finding that
chatbots’ roles can impact attitudes also has important implications
for future research on the effects of interaction styles on changing
attitudes about other stigmatized social groups. For example, prior
research [62] has found that having prior social contact with some-
one who is gay or lesbian is a predictor for having more positive
attitudes toward homosexuals. Thus, a first-person chatbot could be
utilized as a potential strategy to increase exposure to discriminated
individuals in order to facilitate positive attitudes and decrease so-
cial distance [6]. This may be particularly valuable for facilitating
exposure to heavily stigmatized populations, such as LGBT people
in regions where discrimination against homosexuality is prevalent
and severe, since in-person social contact campaigns may introduce
high risk to those stigmatized populations [27].

Although chatbots could contribute to attitude changes, we also
identified some potential risks. For example, some of our partici-
pants questioned the Kenta character’s motivation to improve his

mental health, and some focused on the negative aspects of the vi-
gnettes. These results imply 1) that users may need more guidance
about how to interpret such materials, and 2) that vignettes may
need to include positive recovery stories [25] to leverage the advan-
tages of chatbot-based storytelling technologies. Another potential
solution would be to involve real or simulated healthcare providers
in chatbot-based social contact [11, 53]. For example, the TP chatbot
in our study could be situated as a mental health professional to
introduce vignettes and guide the conversation to de-stigmatize
users’ thoughts. Nevertheless, future research in this direction will
be required before any firm conclusions can be drawn.

Finally, although the FP chatbot was the most effective at reduc-
ing stigma, it appears to be less suitable for applications focused
on gathering accurate responses from participants. This is because
the majority of FP chatbot participants described tailoring their
responses in order to support the chatbot, such as by self-censoring
statements they felt could be offensive or unhelpful. TP chatbot
users, in contrast, mentioned that they felt safe to respond hon-
estly to the chatbot without offending Kenta; and the TP chatbot
therefore might be better suited to collecting its users’ thoughts
and behaviors. This feature is important because understanding
people’s stigmatizing thoughts is not only vital to addressing them,
but also allows researchers to design pathways to treatment that
allow people to avoid stigma [9, 58].

6.3 Ethical Implications
This work explores chatbot designs for reducing users’ mental ill-
ness stigma by facilitating chatbot-based storytelling and social
contact. Reducing mental illness stigma should be carefully consid-
ered as it might lead to some ethical issues. We discuss potential
issues by referring to our study design and research findings.

Difficulty in Representing Complexity of Human Relationships:
Compared to real in-person social contact, chatbots have many
advantages such as scalability and affordability. However, they
make compromises regarding the complexity and diversity of the
human experience. In real world anti-stigma campaign, it could
be important to tell many different people’s stories to further en-
hance understanding and elicit empathy [21, 36]. Our study’s vi-
gnettes only talked about the same character, which might lead to
a misunderstanding that all people will experience the same symp-
toms as Kenta, thus failing to represent the diversity of possible
experiences with mental illness. The vignettes in this study were
validated by psychiatric professionals, however, future implemen-
tations would benefit from working with people who have lived
experience with mental illness [63]. Additionally, conceptualiza-
tions of mental health and illness are shaped by cultural forces
such as colonialism, and therefore it is important to consider local
cultural views and practices before introducing a mental illness
stigma-related chatbot to the public and to recognize the western
biases embedded in many tools for evaluating mental health [72].

Backfire Effects: Since the chatbot engages with a sensitive issue
(mental illness), there is a potential of backfire effects [29, 36, 79],
wherein participants could develop inaccurate perspectives about
mental illness which exacerbate rather than reduce stigma. For
example, without being presented with a positive recovery story,
users might not believe that mental illness can be managed [36].
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Therefore, it is important for chatbots to deliver both ups and downs
in the recovery story of mental illness, in order to let users under-
stand that mental illness is manageable. In the debriefing, we shared
anti-stigma educational materials and other helpful information
with study participants, to help them better understand mental ill-
ness stigma. However, even with debriefing, backfire effects could
be significant. Particularly, users’ previous experiences related to
stigmatized conditions might strengthen backfire effects. For exam-
ple, a study about reducing mental illness stigma through narrative
framing techniques found that these techniques were effective for
reducing stigma among people with no personal history of mental
illness, but were not effective or could even increase stigmatizing
beliefs among people with a personal history of mental illness [88].
Thus, care should be taken before introducing such an interven-
tion to various users, in order to reduce the risks of exacerbating
rather than reducing stigmatizing attitudes. Additionally, it may be
worthwhile to provide a richer debriefing, such as including more
detailed guidance about mental illness from medical professionals
and more in-depth informational resources.

Risks of Targeting Users: Employing chatbots in the real-world
setting should carefully target potential users. For example, let-
ting people with clinically-identified depression use this tool might
worsen their symptoms and deepen their self-stigma. Thus, to ad-
dress unwanted situations, we recruited and screened participants
to avoid the risks that the vignettes could cause distress to people
who had such issues [79]. We provided the participants with emer-
gency contact and had psychiatrists reviewed our study design.

6.4 Limitations
Among the seven vignettes we used, only one presented a partic-
ularly severe symptom: thoughts of self-harm. Although we con-
sciously avoided presenting even more traumatic episodes, some
participants said they found this vignette difficult to deal with. This,
in turn, negatively affected the quantity of their self-disclosure. Fu-
ture studies should therefore consider controlling vignettes’ severity
and evaluating its effect on people’s mental-illness stigma.

Second, the participants were compensated for participating in
the study and informed that their responses were being collected.
Some might therefore have been affected by social-desirability bias.
However, because participants in all groups were compensated at
the same rate, the influence of the bias on inter-group differences
would be mitigated. Besides, there is very little work about chatbots
and stigma. We explored this topic by conducting a mixed-method
study with a limited amount of participants. Future research could
consider enlarging the sample size to provide strong evidence to
support the chatbot design’s effect on people’s mental illness stigma.

Third, in the study, we designed the TP chatbot to introduce
third-person vignettes. To avoid introducing new effects, we did
not define the relationship between the TP chatbot and Kenta sim-
ply introducing participants to a "chatbot" that would share stories.
However, some participants imagined a relationship between Kenta
and the chatbot (such as that the chatbot was "gossiping" about
Kenta), which shaped their perceptions. Future work could fur-
ther introduce chatbots’ personality and social roles into play, to
investigate how these factors affect users’ mental illness stigma.

Lastly, our study focused on mental-illness stigma, and its re-
sults thus may not map well onto stigma against other marginalized
groups, such as the LGBTQ+ community [41] or people with physi-
cal disabilities [46]. Thus, further research is necessary before any
firm conclusions are drawn about the potential benefits of chatbot
interventions to other stigmatized populations.

7 CONCLUSION
This two-week study of how chatbots’ roles could mitigate mental-
illness stigma by facilitating social contact between members of the
general public and a hypothetical character with a mental illness
established that, when a chatbot spoke in the first person, more
participants were encouraged to disclose their own experiences.
In the same condition, they also perceived greater closeness with
the character, because direct interaction encouraged reciprocity. Its
findings also suggest that the chatbots’ designs and interactions
affected the participants’ perceptions of our character’s stories,
and changed their attitudes towards him. Regarding quantitative
measures of stigmatization, using a first-person chatbot had a more
beneficial effect than either a third-person one or a non-chatbot
(reading-based) web survey condition. These findings imply that
a chatbot speaking ‘in character’ has the potential to stimulate
social contact between participants and the chatbot, and promote
positive change in people’s attitudes toward others with mental
illnesses, and enhance their willingness to help them. We hope this
study will serve as a starting point for future research on the causal
relationship between human-chatbot interaction and self-disclosure
of personal experiences aimed at reducing social stigma.
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