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Non-native speakers (NNS) often face challenges gaining the speaking floor in conversations with native 
speakers (NS) of a common language. To help NNS to contribute more, we developed a conversational agent 
that opens up the speaking floor either automatically, after NS have taken a certain number of consecutive 
speaking turns, or manually, upon NNS request. We compared these automatic and manual agents to a control 
condition in a laboratory study in which one NNS collaborated with two NS using English as a common 
language. Participants (N=48) communicated over video conferencing from separate locations in a research 
institution to collaborate on three survival tasks. Based on data gathered from the experiments, the automatic 
agent encouraged NNS to participate more, which previous studies had attempted but failed to achieve. Excerpts 
from group discussions further showed the crucial role of the automatic agent on NNS participation. Interview 
results suggested that while NNS appreciated the automatic agent’s help to participation, NS perceived the 
agent’s interruption as unfair because they thought all members were speaking equally, which was not the 
case. The mismatch in their perceptions further emphasizes the need to intervene, and we provide design 
implications based on the results. 
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1 INTRODUCTION 

Multilingual workplaces, facilitated by an increasingly interconnected world, thrive based on the 
premise of communication transcending national, cultural and linguistic borders. With the aim of 
building an effective channel for communication, a common language such as English is usually 
endorsed within these workplaces. However, the use of  a common language can unintentionally 
create communication issues between native speakers (NS) and non-native speakers (NNS) of that 
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language [41][65][94]. Less proficient speakers often fail to actively participate in conversations due 
to limited language resources, losing communication opportunities that can lead to valuable social 
resources [1][64]. In previous studies, NNS expressed concern about being left behind during fast paced 
exchanges using the common language [41][94]. Instead of fighting for the conversational floor, NNS 
reported feeling lost due to high cognitive load and problems finding open gaps to join the 
conversation [29][88][89]. Studies also reported that NS were not fully aware of the significant 
language barriers faced by NNS and how they affected NNS’ communication behaviors (e.g., lower 
level of participation) [42]. At the same time, lack of effective information sharing between NS and 
NNS can induce negative emotions and harm organizational development, which builds its success 
upon expertise from heterogeneous backgrounds [69][70][76]. 

In response to these problems, researchers have explored providing language support for NNS via 
a variety of technologies, including machine translation (e.g., [30][85][87]), automated transcripts (e.g., 
[12][28]) and keyword highlighting (e.g., [16][27]), most of which have focused on improving NNS 
comprehension rather than motivating them to speak up. In addition, these tools have the potential to 
raise NS’ awareness of the impact that language difficulties have on NNS’ communication behaviors. 
However, even after NS are more aware of the differences in language abilities between themselves 
and their NNS peers, they were not given clear instructions on how to adjust their communication 
behaviors accordingly [19][42][82], or provided motivations to do so [21].  

To further address these issues, we propose a direct, real-time conversational agent that offers 
instructions on expected communication behavior adjustment for both NS and NNS discussing over 
videoconferencing. We focus on floor management, as NNS frequently report difficulty in finding gaps 
in conversations that would allow them to participate [40][71][94], partially because it is challenging 
for NNS to project possible “transition-relevant” places at the end of turns [43][72]. More specifically, 
we developed an automatic agent to monitor the communication process and open up the 
conversational floor when a preset level of differences in the number of turns taken by NS and NNS is 
detected (i.e., when two NS take 6 consecutive turns while NNS speak 0 turns). The agent opens the 
floor by interrupting the conversation and asking someone else to speak. However, if the agent 
interrupts NS when the discussion is heated or when NNS are not ready to talk, it might elicit negative 
emotions from NS or impose pressure on NNS instead of facilitating dynamic participation. Therefore, 
we also developed a manual agent, where NNS simply press a button to enable the agent to ask the 
same question, without NS being aware who activated the agent. We hypothesize that the agents will 
help NNS to participate more, reduce group members’ workload and improve their perception of 
collaboration quality.  

We explored the effects of the agent on group members’ behaviors and perception of the 
communication experience by conducting a within-subject experiment with 16 groups of three (one 
NNS and two NS). The participants collaborated on three survival tasks using English as the common 
language under three conditions: control, automatic agent and manual agent. Based on data gathered 
from the experiments, the automatic agent encouraged NNS to speak up more: NNS had a significantly 
higher proportion of words spoken in the automatic agent condition compared to the control 
condition, which previous studies had attempted but failed to achieve (e.g., 
[12][28][30][85][87][19][42][82]). The excerpts in Table 1 showed the crucial role of the automatic 
agent on NNS participation.  NNS was invited by NS to speak, shared information that was essential 
to group performance, and asked important questions about every member’s current status. Interview 
results suggested that while NNS appreciated the automatic agent’s help to participation, NS perceived 
the agent’s interruption as unfair because they thought all members were speaking equally, which was 
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not the case. The mismatch in their perceptions further emphasizes the need to intervene, and we 
provide design implications based on the results. 

2  RELATED WORK AND HYPOTHESES 

In this section, we first review literature on challenges faced by multilingual teams and tools 
developed to address these challenges; we then discuss turn-taking in conversations, followed by an 
introduction to the current study and hypotheses grounded in literature. 

2.1 Challenges of Multilingual Teamwork 

Communication tools and social media have enabled people to interact fluidly across national, 
cultural and linguistic boundaries in ways that would have been difficult if not impossible in the past. 
In virtual organizations, teams of people from across the globe now work together on common 
problems, each bringing their own perspective and expertise (e.g., [1] [13][58][60][75]).  

Despite the rapid increase of global teams, however, language boundaries remain one of the biggest 
issues that inhibit their potential. Previous studies highlighted the impact of disparity in linguistic 
resources on group participation [34][63][83], which, if not properly addressed, could cause 
asymmetrical information sharing, create language-based subgroup clustering and prevent groups 
from achieving their potential [1][46][64]. Compared to NS, who generally have sufficient linguistic 
resources to actively participate in group discussions [22][23][96], NNS often reported having 
difficulties keeping pace with fast-paced conversations [21][30][41][71]. In addition, Takano et al. [97] 
reported that producing speech in a second language required substantial cognitive resources, 
reducing the resources available for thinking about a task. Therefore, NNS can have trouble gaining 
the conversational floor and clearly expressing their perspectives even if they overcome difficulties in 
understanding the fast-paced conversations [29][97].  

Thus, there may be value to designing tools that oversee the communication process and maximize 
chances for NNS to take the conversational floor when participation disparities between NS and NNS 
are too large. Janssens et al. [46] highlighted the need for counterbalancing power disparities caused 
by cultural and linguistic differences (e.g., by setting rules for clarification and speaking speed) to 
facilitate more equal contribution to information sharing and group decision-making. However, it is 
difficult for NS to maintain awareness of the language and power disparities and stick to the set rules, 
especially when the discussions are task-oriented and time-sensitive. Studies also report that NS tend 
to overestimate NNS language abilities and underestimate how much language difficulties affect NNS 
communication behaviors (e.g., lower level of participation) [42]. Thus, technology that could raise NS 
awareness of NNS’ language barriers and give clear instructions on their expected behavior adjustment 
could be useful. Although completely equal participation is not always possible or even beneficial, 
balancing perspective sharing when it is too asymmetrical due to linguistic disparities can be 
advantageous for group performance and organization development [69][70]. 

2.2  Tools to Support Multilingual Conversation 

To address the linguistic challenges of multilingual teams, researchers have developed and tested a 
variety of tools to aid NNS comprehension, including machine translation [16][30][85][87], automated 
transcripts [12][28], and keyword highlighting [16][27]. Some of these tools increased NS awareness 
of differences in language proficiency within multilingual groups. For instance, Gao et al. [28] reported 
that publicly shared real-time transcripts in a common language improved the perceived quality of 
communication, in part because NS started speaking more clearly.   

Studies have also emphasized differences in communication behaviors by providing visualizations 
of key elements in group discussions, e.g., number of words spoken, affective features, etc. [41][54]. 
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However, while previous studies explored NS’ voluntary behaviors after their awareness of linguistic 
differences was raised, they typically do not find corresponding behavioral adjustment, i.e., awareness 
does not necessarily result in the intended communication outcomes. For example, Diamant et al. [19] 
employed a feedback system that presented the different expression patterns of NNS and NS during 
communication, only to find that NS did not change their conversational behaviors as a result of the 
feedback system. Similarly, He et al. [42] found that sharing graphs of NS and NNS communication 
behaviors (number of words spoken, time smiling, etc.) resulted in little change in subsequent 
behaviors of NS. Interviews of NS conducted by Duan et al. [21] suggest two reasons why NS fail to 
adjust: they are not clear how to use the provided information and/or do not feel the need to adjust 
their behaviors in response to that information. In addition, NNS, along with difficulties in 
understanding and expressing opinions, report feeling anxious about their language abilities (e.g., 
consciousness to grammatical mistakes) and thus reluctant to speak up [28][29]. Building on previous 
work, we explore the effects of direct conversational intervention during group discussions, aimed at 
achieving a more balanced participation among all members in multilingual groups. 

2.3 Turn-Taking in Conversations 

Opportunities to speak in conversations are highly dynamic and strategically managed based on 
moment-by-moment linguistic, behavioral and social cues, e.g., syntax, intonation, gap, pre-turn 
hearable inbreath, gesturing, eye gaze, and expertise [22][18][24][34][63][96]. A fundamental 
mechanism guiding speaking opportunities is the organization and distribution of turns. There have 
been several different lines of work investigating the mechanisms of turn-taking in conversations. For 
example, Duncan [18] proposed that turn-taking is negotiated through signals (e.g., intonation, body 
gesture, completion of a grammatical clause, etc.) that people use to indicate their state related to the 
speaking turn. Three rules were proposed in this model: 1) a speaker could indicate a “turn-yielding” 
signal (e.g., a clause completion), and an “auditor” could take the next turn in response to such a signal; 
2) the auditor could use a backchannel cue to indicate that they do not wish to take the next turn; 3) 
also, the current speaker could use “suppression of speaking-turn” claims to show that they wish to 
continue speaking. However, simultaneous turns could happen if the auditor tries to take the next turn 
without the current speaker giving a turn-yielding signal, or if the current speaker continues to speak 
after displaying a yielding signal with the auditor attempting to take the next turn. This model takes a 
psychological perspective and emphasizes that smooth organization of conversations requires 
collaboration between the speaker and auditor [26][25]: if cues are properly used and responded to, 
neither of the above situations that lead to simultaneous turns would happen. However, a limitation 
of this model is the lack of precise descriptions of the pertinent signals/cues [5][17][35]. It is also not 
clear if people from different cultures use and respond to these cues in the same way [27][28]. 

Sack et al. [72] proposed a conversational analysis model capturing two turn-allocational 
techniques: 1) current speaker selecting the next and 2) next speaker self-selecting themselves. When 
the first technique is employed, the selected speaker has the exclusive right to take the next speaking 
turn. However, when no one is selected, the current speaker may continue to speak until another 
speaker self-selects themselves. The transition of turns is based on complicated factors embedded in 
the situation. Sacks et al. [72] proposed that transfer of speakership happens at “transition-relevant” 
places, marked by “possible” completion of a syntactic unit, such as a phrase, clause or full sentence. 
To self-select as the next speaker, one should start speaking at the earliest possible “transition-
relevance” place. However, variation in the types of units employed before possible transition-
relevance places makes it difficult to accurately time the start of the next turn, making it common for 
brief overlaps during transition of turns. What is more, Ford et al. [24] argued that syntax alone cannot 
offer the best projection for completion of turns, e.g., completion of a syntactic utterance could always 
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be extended by the speaker and must be evaluated in relation with previous context, and therefore 
should be accompanied by intonation and pragmatics. Even when syntactic, intonational and 
pragmatic content of utterances are combined to project completion of speakers’ utterances, only half 
of the projected transition-relevance points were reported to actually have a change of speakers [24].  

An alternative perspective considers speaking turns in a content-free fashion and defines them as 
“contiguous intervals” of speech spoken by the same person [26][28], also called “talk spurts” [66]. 
Shriberg et al. [90] further defined these intervals as “speech regions uninterrupted by pauses longer 
than 500ms”. A turn starts with either the first word in a conversation, or the first word breaking the 
pause after the previous turn [91]. This framework builds on these simple rules of turn-taking with 
the aim of providing a straightforward strategy for automatic processing of large amounts of speech 
data [90]. Due to the complexities embedded in projecting possible turn transition places in the 
psychological and conversational analysis frameworks, we decided to design the agent based on this 
last framework, as the emphasis of the paper is to explore the impact of an agent intervention on 
participation in conversations of multilingual groups. Therefore, we made the decision of having the 
agent intervene the NS speaker that took the 6th consecutive speaking turn after the first 0.5s acoustic 
silence was detected.  

We also draw from the Sacks et al. [72] framework. When turn taking violations occur, 
communicators usually employ repair mechanisms by exhibiting verbal or non-verbal signs while 
interrupting others (e.g., excuse me, leaning forward) [72]; we designed the agent to show signs of 
interruption by blinking and waving hand when interrupting others. What is more, we decided to use 
three-member groups considering the nature of turn-taking proposed by this framework. In two-
member groups, any non-speaker (e.g., a NNS speaker) may give up opportunities to self-select as next 
speakers but still be guaranteed to become the next speaker at some point [72]. When there are three 
or more members, speakers would have to compete for the next turn [95], which suggests that NNS 
speakers in multilingual groups may be at disadvantage. Previous work have reported how discussions 
with NS as majority and NNS as minority could be easily dominated by NS, as it is easier for NS to 
take the next turn following each other’s speech, creating long streams of talk where it is difficult for 
NNS to find a gap to join [21][30][41]. In this study, we decided to have two NS and one NNS in the 
three-member groups because it is the smallest unit that could replicate this situation. 

2.4 The Current Study 

In this study, we developed two versions of a conversational agent that opens up the floor during 
communication in multilingual groups, creating opportunities for NNS to speak: an automatic agent 
and a manual agent. Both agents interrupted the group discussions by saying “That’s Interesting. I was 
wondering, can we hear from someone else?” The interruption provides implicit instructions on 
expected NS and NNS behavior adjustment: it reminds NS to pass the conversational floor and 
encourages NNS to speak more. In combination, these two adjustments have the potential to lead to 
more balanced group participation. 

In the automatic agent condition, the agent monitored and interrupted the group discussion when 
the two NS take six consecutive speaking turns (see 0 for details on rules of interruption). The agent 
works independently and thus serves as a separate identity from the participants. The interruption 
rule is based on the assumption that NNS would likely have something to say when they have not 
talked for a long time.  However, the automatic agent can interrupt the conversation at unnecessary 
places when NNS have nothing to say. Furthermore, the agent interruption could come off as annoying 
to NS, if they are interrupted at a timing when the discussion is heated and/or when someone is in the 
middle of making an important point.  
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In the manual agent condition, NNS could activate the agent to interrupt the discussion by pressing 
a button without being noticed by the NS. Thus, the manual agent is only activated when NNS have 
something to say but want the agent’s help gaining the floor. For example, they might have lost the 
opportunity to participate in a fast-paced discussion while struggling to find the right timing to 
interrupt [89], or they might hesitate to interrupt the conversation to ask a clarification question 
caused by their limited language ability [21]. Therefore, the manual agent works as an assistant for 
NNS, helping them pause the discussions without having to worry about interrupting at the right 
moment (as the manual agent will automatically interrupt after NS’ next utterance when activated). 
By making use of the manual agent, we anticipate that NNS could gain extra time in preparing their 
speech, reduce situations where they fail to find a gap to speak during fast-paced conversations, and 
relieve them from having to search for the right timing to interrupt. However, the manual agent 
demands active actions from the NNS, i.e., they need to make a decision and actually press the button 
to enable the agent. As mentioned earlier, NNS might not be willing to speak up due to a lower 
confidence of their language proficiency and therefore might not press the button. Therefore, we 
expect that there will be trade offs between the two agents. In terms of NNS participation, we 
hypothesize that, 

H1a: NNS will participate more in the automatic agent condition than in the control 
condition. 
H1b: NNS will participate more in the manual agent condition than in the control 
condition. 

As discussed earlier, NNS reported having difficulty finding gaps to interrupt and express their 
opinions, even when they feel their perspective is missing in the group discussion [89][97]. We expect 
that both agents will help to free NNS from the burden of having to find available gaps to join the 
conversation. They will then have more bandwidth to focus on understanding their partners and 
expressing themselves, to better collaborate with other members. Therefore, we expect that the agents 
will reduce the workload experienced by NNS. Increased NNS ability to collaborate also influences the 
entire team. Previous study reported that a higher level of participation rate leads to more information 
sharing [20][77]. By improving NNS’ ability to participate and voice their opinions,  critical and diverse 
information could be more effectively shared within the group, which is essential for making informed 
and creative group decisions [20][76][78][81]. Therefore, we believe that both NS and NNS will have 
a higher perception of collaboration quality in the agent conditions. At the same time, we expect NS 
to rate their workload lower when NNS share more perspectives and contribute more to the group 
discussions, potentially reducing NS burden in completing the group tasks. We hypothesize that, 

H2: Both NS and NNS will rate their workload lower in the agent conditions than in the 
control condition. 
H3: Both NS and NNS will rate their collaboration quality higher in the agent conditions 
than in the control condition. 

As both agents, regardless of their type, will remind NS to pass the conversational floor to NNS, we 
think NNS may perceive their NS peers as more accommodating in the agent conditions. 
Accommodation here refers to the efforts that communicators make to adjust their behaviors to 
accommodate other communicators (e.g., by speaking slower or providing gaps to speak) [82]. As NS 
will likely adjust their behaviors (give up conversational floors) to accommodate NNS as a result of the 
agent’s interruptions, we hypothesize that, 

H4: NNS will rate NS as more accommodating in the two agent conditions than in the 
control condition. 
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Finally, given the trade offs of the two agents, we are interested in finding out how the two agents 
will be perceived by the participants. As NS are compelled to pass the conversational floor to their 
NNS counterparts, we are interested in learning how NS and NNS perspectives on the two agents 
might differ. 

RQ1: How will NNS and NS perceive the agents? 

3  METHOD 

3.1 Overview 

In this study, we employed a within-subjects experimental design to explore the effects of an 
automatic and a manual agent that opened up the conversational floor on participation and group 
collaboration in multilingual groups. Each of the groups included two native English speakers and one 
native Japanese speaker who collaborated on three survival tasks in English. Each group performed 
one task in each of three conditions: control, automatic agent and manual agent. The sequence of the 
three survival tasks and three conditions were counterbalanced. We used chat logs generated from 
IBM real-time speech recognition software to measure participation, and post-task surveys and 
interviews to investigate the agent’s impact on participants’ communication experience and 
participants’ perception of the agent. 

3.2 Participants 

We recruited 48 participants, divided into 16 groups of three (one non-native speaker and two 
native speakers of English). We recruited 32 native English speakers (13 female, 18 male and 1 gender 
non-conforming) through a third-party personnel company, and 16 Japanese speakers (2 female, 14 
male) by posting an advertisement on a bulletin board in a large Japanese university. The native 
English speakers were raised and educated in an English-speaking country, including the USA, UK, 
Australia, etc. Among the 32 native English speakers, 11 had lived in Japan for 3-10 years and 19 had 
lived in Japan for more than 10 years. Most (13 of the 16) Japanese speakers had lived in an English-
speaking country for less than 1 year. Overall, Japanese participants reported their proficiency in 
English speaking as lower than medium (M=3.13 on Likert scales from 1 (not fluent at all) to 7 (very 
fluent)). The mean age of the participants was 37.4 (M=44.4 for NS; M=23.3 for NNS). Participants were 
randomly assigned to one of the 16 groups. They were compensated 10K Japanese yen (around $92 
USD) for participating in the study. 

3.3 Materials 

Survival Tasks. Each group completed three survival tasks and one practice task. The survival tasks 
were modified versions of the desert, ocean and arctic survival tasks [42][51]; the practice task was a 
modified version of the lunar survival task. The purpose of these survival tasks is to rank items (e.g., a 
magnetic compass, a small ax, newspapers, etc.) salvaged from a crashed plane/spaceflight or a sinking 
yacht based on their importance to survival in different scenarios. Different from the original tasks, 
which included 15 salvaged items, we only listed six items for each task and required participants to 
choose three out of the six items and rank them based on their importance to survival (for the practice 
task, participants chose two out of five items). We made the list of items shorter to accommodate the 
limited discussion time.  

Surveys. Before the experiment started, participants filled out an online demographic survey that 
collected information on gender, age, profession, years lived in Japan/English speaking countries, etc. 
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After completing each of the survival tasks, they were asked to complete an online post-task survey 
that included questions on workload, collaboration quality, and perception of the agent. 

Interviews. After all tasks were completed, we interviewed each participant separately on their 
communication experience and perception of the agent, including the timing and content of the agent’s 
interjections and how it shaped their conversational experiences. Sample questions included: “How do 
you compare your experience across the three discussions?”, “How do you think the agent affected 
the conversations?”, “Was there any change in behavior after the agent interrupted? Why or why 
not?”. 

Consent form. All participants read and signed a consent form before taking part in the study. The 
consent form explained that participation in the study was voluntary, described the purpose and 
duration of the study, and explained the confidentiality of the data. This research was reviewed and 
approved by an institutional review board. 

3.4 Equipment and Software 

Interface. For all the group discussions, participants communicated over video conferencing. As 
shown in Figure 1, for the automatic and manual agent conditions, the agent’s image was also present 
in the video conferencing interface, in addition to the three participants. The agent had the appearance 
of a female cartoon avatar and an artificial female voice since previous studies found that users usually 
prefer female voices in social robots [11][15]. The agent showed signs of interruption by blinking and 
waving hand when interrupting others, because studies show that when turn taking violations occur, 
communicators usually employ repair mechanisms by exhibiting verbal or non-verbal signs while 
interrupting others (e.g., excuse me, leaning forward) [72]. In the control condition, the agent was 
absent from the group discussions. 

       

 

Figure 1: Video Conferencing Interface in Automatic and Manual Agent Conditions 

Mechanism for Agent Interruption. IBM Watson ASR (automatic speech recognition) was 
embedded in the automatic agent to detect the number of turns taken by each group member [21][40]. 
Participants used different microphones for voice input, which enabled the system to distinguish 
between speakers. The system detected the start of a turn based on audio input of a specific speaker 
and the end of a turn based on audio input of another speaker [24][45]. If a speaker’s speech was five 
words or less, it was not recognized as a turn, because short utterances of this type are often used to 
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provide backchannel responses such as agreeing, showing interest, or exhibiting understanding 
without breaking the current turn [24][86][93]. Our system was unable to distinguish these 
backchannels from very short turns (e.g., asking a short question). Therefore, the system only 
considered a turn to be finished when another speaker took the conversation floor and spoke more 
than five words.  

In the automatic agent condition, when five consecutive turns were taken by the two NS, the system 
decided whether or not to interrupt the next speaker based on the following mechanism: if the sixth 
turn was taken by the NNS, it did not interrupt; if it was taken by one of the two NS, then it interrupted 
the speaker after the next utterance, defined as a 0.5 second acoustic silence gap within a person’s 
speech [21][40]. However, the agent did not interrupt the same NS more than three times, to prevent 
situations where the same NS are interrupted by the agent too frequently. In the manual agent 
condition, the NNS could press a button to enable the agent to interrupt the conversation when it 
detects the end of the next utterance.  

3.5 Procedure 

Upon arrival, participants were escorted into separate locations where they could not see each 
other. After signing consent forms and completing the demographic survey, they were asked to put 
on the headsets and listen to instructions given by the experimenter. Each group collaborated on a 
practice task (the lunar survival task) before working on the three main survival tasks (the desert, 
ocean and arctic survival tasks), to get familiarized with each other, the task procedures and the video 
conferencing system. Each of the survival tasks included three steps. First, group members were asked 
to take off their headsets and work independently for 5 minutes; after having written down their 
independent rankings, they had 15 minutes to discuss within the group and generate a group ranking; 
finally, they again wrote down their individual rankings. During group discussions, they were 
encouraged to persuade each other through good reasoning, professional knowledge or personal 
experience. After each group discussion, they had approximately 15 minutes to complete an online 
survey. At the end of each experiment, we interviewed the participants about their communication 
experiences and perceptions of the agent. All participants were debriefed after the study. Each 
experiment lasted about 2.5 hours. 

Before the automatic and manual agent condition, the experimenter introduced the agent to all 
participants and pointed out that the agent might interrupt their discussions with some requests. NS 
were not informed about the difference between the automatic and the manual agent, to preserve NNS 
desires for saving face. However, NNS were told they could press a button to enable the manual agent; 
they practiced pressing the button before the manual agent condition, so that they were aware what 
would happen when they press the button and how the manual agent would interrupt the 
conversations. 

All instructions and task materials were given in English; however, the second author (who is a 
native Japanese speaker) explained the task procedures and materials for the Japanese participants in 
Japanese before the experiment started. We provided Japanese translations for questions/words in the 
English surveys that might be difficult for Japanese speakers to understand. They also had the chance 
to ask any language-related questions in Japanese while they were doing the independent ranking and 
completing the surveys. The post-task interviews of Japanese speakers were also conducted in 
Japanese. 
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3.6 Measures 

We collected three types of data:1) data generated from real-time speech recognition, i.e., number 
of words each participant spoke, based on which we calculated their proportion of words, 2) 
participants’ ratings collected from the surveys and 3) participants’ insights from the interviews (see 
4.3 for details on interviews). 

3.6.1 Participation. We measured both the number of turns and the number of words of all 
participants generated from IBM Watson automatic speech recognition software. Participants used 
different microphones for voice input, which enabled the system to distinguish between different 
speakers. Since our goal is to answer whether NNS could speak more in the agent conditions, we think 
proportion of turns and proportion of words could complement each other in capturing what we are 
exploring. i.e., how much someone actually spoke up in the group. Therefore, we calculated the 
proportion of turns and proportion of words as measurements of participation:  

Proportion of turns = individual speaker’s numbers of turns/group total number of turns  
Proportion of words = individual speaker’s numbers of words/group total number of words  

3.6.2 Surveys. We collected participants’ subjective ratings on workload, quality of collaboration, 
NNS perception of NS accommodation and perception of the agent from the surveys. 

Workload. We used the NASA Task Load Index to measure participants’ perceived workload 
(mental demand, temporal demand, effort, frustration, performance) on 7-point Likert scales (1=low, 
7=high) [39]. The last item “performance” did not load on the same factor with the rest and was 
removed from the scale. The remaining four items formed a reliable scale (Cronbach’s α = .82). They 
were averaged to create a measure of “Workload”. 

Quality of Collaboration. We measured participants’ subjective perception of collaboration quality 
with the following questions on 7-point Likert scales (1= strongly disagree, 7= strongly agree): “We 
could fully understand each other’s thoughts”, “Generally, I’m satisfied with our collaboration on this 
task”, “I like the final group ranking”, “I felt everyone’s thoughts were incorporated into the final group 
ranking”, and “Everyone had a chance to fully express their thoughts during the discussion”[16]. The 
questions formed a reliable scale (Cronbach’s α = .90) and were averaged to create a measure of 
“Quality of Collaboration”. 

Perception of NS Accommodation. We created a measure of NNS perception of NS accommodating 
behaviors with five questions. They loaded on two factors and were divided into two reliable subscales: 
“NS accommodating (Cronbach’s α = .87)” and “NS encouraging (Cronbach’s α = .70)”. All questions 
were measured on 7-point Likert scales (1= strongly disagree, 7= strongly agree). “NS accommodating” 
included three questions: “My partners tried to speak clearly enough for me to understand”, “My 
partners tried to speak slowly enough for me to understand”, and “My partners tried to use easier 
words so that I can understand the conversation better”. “NS encouraging” had two questions: “My 
partners were trying to encourage me to join the conversations” and “My partners dominated the 
conversation and did not give me a chance to join the conversation” (reverse coded). 

Perception of Agent. Participants rated their perception of the agent on 7-point Likert scales (1= 
strongly disagree, 7= strongly agree). The questions included: “The agent’s behavior was appropriate”, 
“The agent’s requests made sense”, “The timing of the agent’s requests was appropriate”, “The agent 
interrupted my thoughts at times”, “The agent helped everyone to participate in the conversation 
better”, “I was annoyed by the agent at times”, etc. They formed a reliable scale (Cronbach’s α = .86) 
and were averaged to create a measure of “Perception of Agent” (some questions were reverse coded 
to get the overall score on “perception of agent”, so that 1 means the most negative and 7 the most 
positive perception). 
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4 RESULTS 

Across 16 groups, the average discussion time for each of the three conditions was 14.93 mins 
(SD=2.23). Overall, the automatic agent interrupted 3-5 times (Mean=3.75, SD=.12) in each discussion. 
Among a total number of 59 agent interruptions, NNS took the floor 25 times, either voluntarily or 
after being reminded by the native speakers. NNS spoke at least once after agent interruptions in 14 of 
the 16 groups. Unexpectedly, the manual agent was only activated 3 times across 16 groups. That is, 
only 3 out of 16 NNS pressed the button once in the manual agent condition, which we explored further 
in the interviews. In this section, we present findings regarding our hypotheses and research questions. 
We first examine whether the agent led to behavior changes, measured by NNS level of participation 
(4.1). Following that, we report participants’ perception of the communication experience (4.2), 
including workload, collaboration quality, NS accommodation and perception of the agent. Finally, we 
present insights from our interviews (4.3). 

4.1 Effects of the Agent on NNS Participation 

Hypotheses 1 predicted that NNS’ level of participation (measured by proportion of turns and 
proportion of words) would be higher in the agent conditions than in the control condition. To test 
these hypotheses, we ran mixed model ANOVAs with proportion of turns and proportion of words as 
the dependent variables, and condition and trial order as fixed factors. Preliminary analyses showed 
no effect of task (F [2, 29.54]=.33, p=.72; F [2, 29.54]=1.46, p=.25), so we excluded it from the model. 
NNS English proficiency did not affect participation (F [1, 14.62]=2.70,  p=.12; F [1, 14.95]=1.36,  p=.26), 
so we also excluded it from the analysis.  

The results showed no significant main effect of condition on proportion of turns (F [2, 27.47] = 
1.19, p = .32), no main effect of trial order (F [2, 23.98]=.75, p=.49), and no interaction between condition 
and trial order (F [4, 34.19] = .31, p=.87). Overall, NNS proportion of turns was highest in the automatic 
agent condition (M = .17, SD = .07) and lowest in the control condition (M = .14, SD = .08), with 
proportion of turns in the manual agent condition in between (M = .16, SD = .05). Pairwise comparisons 
showed there was no significant difference in NNS’ proportion of turns between the automatic agent 
and the control condition (p= .15), or between the manual agent and the control condition (p=.27). 
There was also no significant difference in NNS’ proportion of turns between the automatic and the 
manual agent condition (p=.72).  

The results showed a significant main effect of condition on proportion of words (F [2, 28.23] = 5.35, 
p = .01), no main effect of trial order (F [2, 24.63]=.14, p=.87), and no interaction between condition and 
trial order (F [4, 32.67] = 1.08, p=.38). Overall, NNS proportion of words was highest in the automatic 
agent condition (M = .17, SD = .07) and lowest in the control condition (M = .12, SD = .06), with 
proportion of words in the manual agent condition in between (M = .14, SD = .05) (see Figure 2). 
Pairwise comparisons showed that H1a was supported: NNS’ proportion of words in the automatic 
condition was significantly higher than the control condition (p=.003), but there was no significant 
difference in NNS’ proportion of words between the manual agent and the control condition (p=.11), 
showing that H1b was not supported. There was also no significant difference in NNS’ proportion of 
words between the automatic and the manual agent condition (p=.11). 
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Figure 2: NNS’ Mean Proportion of Words in the Control, Manual Agent, and Automatic Agent Conditions. 

Error bars represent the standard errors of the mean. 

4.2 Perception of the Communication Experience 

To test whether or not the agent affected participants’ perception of the communication experience, 
we conducted mixed model ANOVAs with workload and collaboration quality as dependent variables 
and speaker type (NS or NNS), condition (control, automatic agent or manual agent condition), trial 
order (1,2,3) and task (desert, ocean or arctic survival task) as fixed factors. 

 
Figure 3: Mean ratings of workload on a scale of 1 (low) to 7 (high) by speaker type and agent condition.  

Error bars represent the standard errors of the mean. 

4.2.1 Workload. Hypothesis 2 predicted that both NS and NNS workload will be lower in the two 
agent conditions than in the control condition. The results showed that speaker type (F [1, 39.49] = 
10.98, p = .002) had a significant effect on workload, where NNS (M=4.27, SD= 1.18) had a higher 
workload than NS (M=3.18, SD=1.22). However, there was no significant main effect of condition (F 
[2, 69.73] = .26, p = .77), and no interaction of speaker type and condition (F [2, 69.73] = .56, p = .57), 
indicating that H2 was not supported. We also found a significant main effect of task (F [2, 69.73] = 
4.11, p = .02). Pairwise comparisons showed that workload in the ocean survival task was significantly 
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lower than the arctic survival task (p=.004) and the desert survival task (p=.06). There was a borderline 
interaction of speaker type & trial order & task (F [4, 83.68] = 2.17, p = .08) and borderline interaction 
of condition & task (F [4, 79.73] = 2.06, p = .10). 

4.2.2 Collaboration Quality. Hypothesis 3 predicted that both NNS and NS will have a higher 
perception of the collaboration quality in the two agent conditions. Results (see Figure 4) indicated 
there was a significant effect of speaker type (F [1, 42.07] = 4.89, p = .03), such that NS (M=6.13, SD=.74) 
had a higher perception of collaboration quality than NNS (M=5.64, SD=.95). We also found a 
significant main effect of condition (F [2, 72.98] =3.22, p=.05), but no significant interaction of speaker 
type & condition (F [2, 72.98]=1.39, p=.26). Overall, participants rated the collaboration quality highest 
in the automatic agent condition (M=6.06, SD=.73) and lowest in the manual agent condition (M=5.82, 
SD=.93), with the control condition rated slightly less than the automatic condition (M=6.01, SD=.86). 
Pairwise comparisons showed that collaboration quality in the automatic agent condition was 
significantly higher than the manual agent condition (p=.03), but there was no difference between the 
automatic agent condition and the control condition (p=.44) or between the manual agent condition 
and the control condition (p=.15). This means that neither the automatic nor the manual agent 
increased participants’ perception of collaboration quality; therefore, H3 was not supported. 

 

 
Figure 4: Mean ratings of collaboration quality on a scale of 1 (low) to 7 (high) by speaker type  

and agent condition. Error bars represent the standard errors of the mean. 

4.2.3 NS Accommodation. Hypothesis 4 predicted that NNS will perceive NS as more accommodating 
in the two agent conditions. After conducting mixed model ANOVAs with NS accommodation 
(including NS accommodating and NS encouraging) as dependent variables, and condition, trial order 
and task as fixed factors, we found no significant main effect of condition on NS accommodating (F [2, 
15.65] = .77, p = .48) or NS encouraging (F [2, 14.21] = 1.41, p = .28). Therefore, H4 was also not 
supported. This is an interesting phenomenon that we will return to in the discussion, as NNS 
mentioned in the interviews that NS often invited them to speak when the agent interrupted. 

4.2.4 Perception of the Agent. RQ1 asked how NS and NNS will perceive the agent. Since only 3 out 
of the 16 groups pressed the button to enable the agent in the manual agent condition, we focus on 
results from the automatic agent condition here. More specifically, we present descriptive statistics of 
NS and NNS perceptions of the automatic agent and compare them to see how their perceptions differ. 

Overall, NNS mean perceptions of the agent (M=3.81, SD=1.19) are higher than NS perceptions 
(M=3.06, SD=1.07). NNS had more positive perceptions than NS of agent interruption and the 
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annoyance caused by the agent. To explain, NNS perception was more positive on “The agent 
interrupted my thoughts at times” (M=4.75, SD=1.63 for NS; M=3.44, SD=1.90 for NNS)” and “I was 
annoyed by the agent at times” (M=4.41, SD=1.93 for NS; M=3.13, SD=1.63 for NNS) compared with 
NS perception. However, both NS and NNS both rated agent timing negatively: “The timing of the 

agent’s requests was appropriate” (M=3.19, SD=1.89 for NS; M=3.06, SD=1.34 for NNS). This means 

that both NS and NNS thought the automatic agent interrupted with inappropriate timing. 
  

 
Figure 5: NS and NNS’ mean ratings of the Automatic Agent on a scale of 1 (low) to 7 (high). 

Error bars represent the standard errors of the mean. 

4.3 Insights from Interviews 

During interviews with participants, we asked questions about their communication experience, 
with a specific focus on their perception of the automatic and manual agents. Each interview lasted 
for about half an hour. The interviews were video recorded, transcribed, and the Japanese interviews 
were then translated by a professional translation company. The transcripts were then coded 
iteratively using a grounded theory approach [32]. First, we used ATLAS.ti [99] to create initial codes, 
assigning them to significant instances and quotations. Three researchers engaged in this process 
independently before comparing the codes together. Following that, we identified emerging concepts 
and categories, critically examined and continuously rearranged them to explore shared patterns and 
establish boundaries of higher-level themes and identify relationships between the themes.  To get a 
more in-depth understanding of the themes, we refer back to excerpts of the group discussions based 
on interesting quotations from the interviews, and present short transcripts to show the agent at work 
during group discussion.  

In this section, we will first report participants’ reactions to the automatic agent, by discussing three 
reoccurring themes from the interviews. During this process, we also present excerpts of conversations 
happening right before and after two agent interruptions (Table 1), to provide more contextual 
information of the reoccurring themes. Following that, we briefly discuss NNS’ perception of the 
manual agent. 

4.3.1 Insights about the Automatic Agent. In this part, we report three reoccurring themes from the 
interviews: 1) NNS perceived the automatic agent as helpful in opening up conversational floors and 
motivating them to contribute to the group discussions; 2) NS perceived the discussion as already 
“equal” and saw the agent as unfair and unnecessary, with NNS offering different perceptions; 3) and 
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both NS and NNS showed concerns about the agent’s timing, which was sometimes inappropriate, 
although a minority of NNS presented an alternative argument. We present two excerpts showing the 
agent at work in one of the group discussions during this process (Table 1).  

The Agent Helped NNS to Speak. NNS (10 out of 16) reported that the automatic agent motivated 
them to speak, either autonomously or after being invited by NS group members. We describe their 
perceptions in detail below. 

NNS reported that the automatic agent motivated them to speak more, simply by reminding them 
that they weren’t speaking enough. 

I remember that once, when the agent broke in and said that it wanted to hear someone 
else’s opinion, we discussed who was not speaking in the discussion. Apparently, I wasn’t 
saying anything and was encouraged to say something. In this situation, I think it helped 
me speak up (Participant 4C, Japanese). 

NNS reflected on how the agent made it easier for them to talk by helping them to stop worrying 
about grammar mistakes, when they are put in a situation where they had to speak up. As previous 
studies have shown, NNS sometimes do not speak up due to lack of confidence in their English and 
concerns about making grammatical mistakes [57]; the comments below showed that when NNS 
“suddenly have to talk”, they might be able to “stop worrying about” using “correct English”. 

So, to some degree, before I start talking, I worry about whether or not what I’m going to 
say is correct English, but if I suddenly have to talk, then I stop worrying about that sort of 
thing, and I’m able to focus on how much I can get across to the others, so it’s like, it would 
be better to just be directed to talk (Participant 13C, Japanese). 

NNS participants frequently emphasized how their NS partners often invited them to speak after 
the agent’s interruption (Table 1, line 3 and line 17 also showed situations like this). 

During the discussion, I was mainly a listener of the conversation. The agent reset the flow 
of the discussion. And then [my NS partners] asked me “What do you think?” and gave me 
the chance to speak. In that sense it became easier to talk, because it gave me the 
opportunity to speak. I was grateful (Participant 7C, Japanese). 

NNS appreciated when the agent “cut off” the conversations and gave them opportunities to catch 
up and ask questions they were “unsure about”. 

Yeah. It’s like things are cut off temporarily. But if I can’t understand the conversation, it’s 
helpful for me if things are cut off (Participant 12C, Japanese). 

The other 2 people turned to listen to me when the agent entered, I felt I should say 
something… The discussion went by quickly, I mean how fast the others debated. … (After 
the agent interrupted) I confirmed with them what they chose for their 1st and 2nd choice… 
Because the discussion stopped, I was able to ask about things I was unsure about 
(Participant 16C, Japanese).   

In the quote above, participant NNS_16C talked about two specific situations: 1) he felt he “should 
say something” when the automatic agent interrupted, and 2) he was able to ask about things he was 
“unsure about”, i.e., what NS “chose for their 1st and 2nd choice”. Table 1 shows two excerpts from the 
group discussion that participant 16C was referring to. More specifically, it shows parts right before 
and after the first and the third agent interruption (labeled as Int1 and Int3 respectively). 
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Excerpt 1 
1 16B: I put transistor radio as second. A map and a transistor radio so that you can 
                   assume the transistor radio’s working (clearing throat). 
2  Int1 Agent: That’s interesting. I was wondering, can we hear from someone else?  
3         16A: Maybe C, do you want to speak?  
4         16C: Um… I chose, um… number one is cosmetic case.  
5         16A: Oh, why is that? 
6         16B:  (h)… That’s interesting. 
7         16C: This is because, we need a mirror.  
8         16A: Why? 
9         16B:  Why? 
10       16C: We can… um (thinking sound)… We can send message to people near town. 
(Talk continues, including the 2nd agent interruption) 
 
Excerpt 2 
11       16A: I put the number three as sea salt because it’s gonna be terribly hot and you  
                   might need to have some salt in your body. I’m from India so I know  
                   handling fifty degrees C is not easy.  
12        16B: Yes. 
13        16A: And in that point I wouldn’t choose any cosmetic case.  
14  Int3 Agent: That’s interesting. I was wondering, can we hear from someone else?  
15        16 B: Okay this is difficult. She keeps interrupting. 
16        16A: Okay, what do you think? 
17        16B: So I totally agree with you because I had sea salt on it as well because your  
                    body dehydrates and you lose salt and you can actually faint if you don’t  
                    get the right salt in your body, but I wasn’t sure if I should put it number  
                    two or number three… cuz I put the map as number one. Okay, C, what do  
                    you think?  
18        16C: Sorry…Um… please more slowly... Um... please speak more slowly, I can’t  
                    understand. 
19         16B: Oh…sorry.  
20         16C: Um… checking... um... what’s your ranking? What is the number one? 

Table 1  Excerpts from Group 16’s Discussion in the Automatic Agent Condition 

In Excerpt 1 presented in Table 1, the first agent interruption (line 2) happened after NS_16B’s 
remarks; after the interruption, NS_16A invited NNS_16C to share his opinions (line 3). For this 
particular case, the agent interrupted approximately 2 minutes after the discussion started, during 
which NS_16B spoke the most and NNS_16C spoke the least (16B spoke 83 words, 16A 56 words, 16C 
3 words). After being invited to speak, NNS_16C explained why he chose cosmetic case as the most 
important item for survival (line 10) (which was actually the correct answer for this task).  

Excerpt 2 showed the third agent interruption; this time, the agent interrupted NS_16A, and 
NS_16B invited NNS_16C to speak right after she finished making her point (agreeing with NS_16A 
that sea salt is important for survival, line 17). NNS_16C used this opportunity to 1) ask his NS partners 
to “speak more slowly” because he “can’t understand” (line 18), and 2) check what items his partners 
chose in their individual rankings (line 20). In the interviews, he perceived that this was made possible 
by the agent interrupting the conversation so that “the discussion stopped”. 
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In this group discussion, the first agent interruption made it possible for NNS_16C to share an 
important piece of information, i.e., the mirror in the cosmetic case was crucial for their survival. While 
the cosmetic case, which was ranked as the most important item by the NNS_16C  (and also ranked 
the 1st by experts), wasn’t chosen as one of the three items on the final group ranking list, the group 
decision was made with the availability of that important information: that the mirror could help to 
“send message to people near town”. Although NNS_16C did not provide as crucial information after 
the third agent interruption as he did after the first agent interruption, it was a crucial point for him 
personally. He was able to 1) share his status (couldn’t understand the conversation and hoped that 
his NS partners could slow down), and 2) get information on others’ status (what NS chose for their 
individual rankings). Although the interruptions led to frustrations (discussed in the next theme below) 
of both NS_16A and NS_16B, they helped NNS to join the discussion, which was beneficial for both 
the group (key information for group task was provided) and the NNS personally. 

Fairness of the Automatic Agent.  In the example shown in Table 1, the interrupted NS speakers did 
not have as positive perceptions of the automatic agent as NNS. For example, after the third agent 
interruption, NS_16B commented “Ok, this is difficult. She keeps interrupting” (line 15) and went on 
to make her point. Although she invited 16C to talk right after completing her point (line 17), she 
expressed frustrations both in the group discussion and in the interviews. In the interviews, she 
commented that the agent wasn’t necessary because they already tried to give everyone opportunities 
to speak. 

I think we were all getting frustrated in the first task on the electronic agent who was 
saying: let the other person speak. I thought we all did a good job in trying to give each 
other a chance to speak. I couldn’t understand the point of this electronic person butting 
in saying that the other person should speak (Participant 16B, native English speaker).  

The other native speaker NS_16A in the same group talked about how the first agent interruption 
in the discussion made them more conscious of their behaviors, e.g., if someone was speaking too 
much. However, after later interruptions, she perceived that the agent did not interrupt based on their 
behaviors, because they “were equally participating”.  

(After) the first interruption, we were slightly cautious if somebody was speaking more, 
but when the second interruption came, we realized that it was not related to us, but it was 
just a continuous interruption, because we all were equally participating (Participant 16A, 
native English speaker). 

The perception that the participation was already equal and they, as native speakers, did not 
dominate the conversations, was also shared among other NS. However, quantitative results showed 
participation wasn’t equal (NNS proportion of words was .12, .14 and .17 in the control, manual and 
automatic agent condition respectively). NS interpreted the agent’s interruption as an accusation that 
they were “the bad guy” that had spoken too much and therefore needed to stop talking. Due to this 
interpretation, some felt the agent’s interruption was “unfair” because they thought the interrupted 
speaker wasn’t speaking too much. For example, NS thought all members “were sharing enough”, and 
expressed it was “unfair” when the agent accused them of “dominating the conversation”. 

I think we were sharing enough. But that’s my opinion. It’s not based on any numbers that 
she would be monitoring (Participant 5A, native English speaker). 

When I finished the sentence, she (the agent)’s like: that’s interesting, can we hear from 
someone else? Well, I felt it was a little unfair. I wasn’t like dominating the conversation. I 
was trying to give space to everybody to talk, or like C (the NNS in the group) was talking 
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a little less obviously, probably because of language barriers. I was trying to encourage her, 
you know, I’m not the bad guy (Participant 12A, native English speaker). 

The non-native speaker in the same group with NS_12A), however, expressed that when the agent 
interrupted, her NS partners invited her to speak, so that she felt she had to say something. Reflecting 
back on the discussion, she appreciated being able to contribute to the group discussion. 

(When the agent interrupted) it felt a bit like (it interrupted) because I didn’t talk much. 
They (NS) really respected my opinion when I did (speak). It felt like, ah, they’re really 
taking me into consideration (Participant 12C, Japanese). 

Being able to communicate ideas to other group members and contribute more to the final group 
decision, was also an important factor why participant 7C liked the automatic agent. 

With the automatic agent, the chances for me to communicate my ideas to others increased 
even if I was still preparing my ideas. Moreover, thanks to the agent, my ideas would be 
reflected in the overall flow of the discussion. In this aspect, I think the agent helped a lot 
(Participant 7C, Japanese). 

Timing of the Automatic Agent. Both NS and NNS talked about the timing of the agent’s 
interruptions. Participants described that the agent sometimes interrupted in the middle of sentences, 
and seemed to be random, which disrupted the flow of their conversations.  

I thought that probably there was a time limit on how much someone could speak before 
the agent broke in, but generally the agent interrupted at random in mid-sentence 
(Participant 4C, Japanese). 

Perceiving the agent’s timing as problematic also caused the NS participants to express annoyance 
towards the agent’s interruption and question the agent’s credibility, some even ignored the agent’s 
requests as a result. Participant 5B, for example, described the agent as annoying because he was 
interrupted when he “just started” speaking.  

Well, the agent … seemed to interrupt us at random, which was a little bit annoying. 
Especially cuz the first time she spoke ever was like I was sort of waiting for my turn… She 
was like, can we hear from someone else? I was like, I just started! ... I guess it was nice to 
have a function to remind you, oh, make sure someone else can talk now, but her 
interjections seemed to be random (Participant 5B, native English speaker). 

Participant 11A saw the agent as rude because the agent interrupted in the middle of his sentences; 
as a result, he chose to ignore the agent’s requests and “just continued” speaking. Previous studies also 
showed that when interruptions are seen as annoying, participants tend to become less compliant [7].  

So I think she needs to know when to interrupt at the right moment. She was interrupting 
in the middle of the sentence, which is rude... And I just continued, I just told her, could I 
please finish and continue to speak? Yeah, that was not appropriate for her. If she 
interrupted at the correct time, it would be fine (Participant 11A, native English speaker). 

The timing of the automatic agent was one of the major issues brought up by the participants. We 
discuss more about its limitations and design implications in section 5. However, an alternative point 
was argued by some of the NNS participants, i.e., the agent’s timing to interrupt wasn’t an issue for 
NNS that are in urgent need of gaps to catch up with conversations; by temporarily stopping the 
conversations, it was helpful for them, as non-native speakers, to reorganize their thoughts and 
participate in discussions with two native speakers. 
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I thought the timing was pretty good. Specifically, the agent made it possible for me—a 
Japanese speaker—to speak up when I couldn’t during the discussions with two native 
English speakers. By having the agent interject with good timing when I didn’t say 
anything, it divided up the session into several parts (Participant 3C, Japanese). 

It made it easier to talk, or rather, the conversation stopped temporarily, so then we would 
reorganize our thoughts, and then it was like we restarted from there, so it actually made 
some parts easier to talk (Participant 13C, Japanese). 

However, some NNS also reported that the agent sometimes interrupted at times when they might 
not have anything to say, which put extra pressure on them when they were already trying their best 
to follow the conversations: 

When it interrupted, (the agent) often drew attention. While I was doing all I could to speak 
in poor phrases in English, it was like a new obstacle came to our attention, and I thought, 
‘what were we discussing? And I forgot what I wanted to say (Participant 5C, Japanese). 

Although NS were critical about the agent’s timing, some thought the agent still made sense and 
had the potential to provide opportunities for everyone to participate in the conversation, if the agent 
could find more appropriate timing. Participant 8A, for example, pointed out that having a “digital 
agent” could be helpful because people are less likely to have their feelings hurt. Participant 16A, while 
showed frustrations towards the agent in the interview, acknowledged that an agent like this could 
help “everyone” to “participate”, if it could find the right time to interrupt. 

I think it could be very helpful because unfortunately, some people don’t know that they’re 
talking too much and it’s kind of hard to tell them that, so with a digital agent, you don’t 
have to worry about hurting their feelings or, you know, say this: stop talking. Yeah, so we 
don’t have to feel like it’s anything personal… It can be just because this person talked for 
this length of time or they said this many words. It’s calculated to interrupt at that time 
(participant 8A, native English speaker). 

If it was on the right time, then it would have been much helpful for the conversation, so 
that everybody can participate. Because usually in a group discussion, a few people are 
more excited to talk and a few people are nervous to talk. So this kind of interruption can 
cause equal participation (participant 16A, native English speaker). 

4.3.2 Perceptions of the Manual Agent. To our surprise, NNS did not like or use the manual agent as 
much as we predicted; instead, they preferred the automatic agent. As mentioned previously, only 3 
NNS in the 16 groups pressed the button to enable the agent in the manual agent condition. Since NS 
were not aware of the difference between the automatic and manual agent, we focus on NNS 
perceptions of the manual agent here.  

NNS participants reported that they had difficulty finding the right time to press the button in the 
fast-paced conversations. Although they were told that the agent would interrupt after NS’s next 
utterance (i.e., when the system detects an acoustic gap), they still tried to find the best timing to press 
the button (and most of them failed to find one). 

I really wanted to press the button, but the fact is that it was difficult to find a good timing. 
There was ample discussion during the third task, and because there were rapid transitions 
from one speaker to the next, it made it difficult to find the right timing to press the button 
(Participant 3C, Japanese). 
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In addition to challenges in finding the right timing, some NNS just did not want to interrupt “the 
flow of conversations”; even when they had something important to say, they just “couldn’t press the 
button” to interrupt “a lively discussion”. 

It’s difficult. It’s like interrupting the flow of conversation, so I thought maybe it’s better 
not to press it (Participant 12C, Japanese). 

On several occasions, I really wanted to ask a question, but the other members were having 
a very lively discussion. … I saw holes in what they were saying, and I mostly just wanted 
to point out the hole and ask about their ideas. But again, the other two guys were carrying 
on such a lively discussion, so I actually couldn’t press the button (Participant 3C, 
Japanese). 

However, participant 4C reported that having the option to stop the conversation by simply 
pressing a button provided him some “assurance” that if he wanted to speak, he could do it without 
the agent. Quantitative results showed he spoke the most proportion of words in the manual agent 
condition (.15) (.08 in the control condition and .14 in the automatic agent condition). 

I could decide whether to use the agent or not, which offered some assurance in speaking. 
I didn’t actually use the agent, but knowing that it was available gave me the courage to 
speak out. This made me feel more effortless in speaking in the discussion (Participant 4C, 
Japanese). 

5 DISCUSSION 

In this paper, we examined the effects of an agent that opened up opportunities for NNS to speak 
during a conversation with NS on NNS levels of participation in the conversation, as well as NS and 
NNS perceptions of the agent and the communication experience. Overall, the results showed that the 
automatic agent significantly increased NNS’ level of participation without increasing their workload. 
However, neither NS nor NNS perceived the collaboration quality as higher in the agent conditions. 
We discuss these results in detail below. 

5.1 Effects of the Agents on Participation 

The quantitative results showed that the automatic agent successfully encouraged NNS to 
participate more, which previous studies had attempted but failed to achieve, either through improving 
NNS comprehension (e.g., [12][28][30][85][87]) or getting NS to accommodate to NNS language needs 
(e.g., [19][42][82]). This study shows that there is promise in providing direct instructions on expected 
behaviors of NS and NNS in conversations that use a common language. Although NNS proportion of 
turns did not change across conditions, they spoke significantly more proportion of words in the 
automatic agent condition. We think the reason might be that NNS used each turn to explain a piece 
of information in more detail as an effort to participate more, because the automatic agent reminded 
them that they weren’t speaking enough (as discussed in the interviews). This uncovers a second level 
of the automatic agent’s potential effect on NNS that is beyond simply providing the 3-5 turns opened 
up by making its request. This means that NNS might have tried to provide more information each 
time they speak up, as opposed to speaking up by taking more turns.  

Drawing from the interviews, the majority of NNS thought the automatic agent made it easier for 
them to join the discussion, by “dividing up” the discussions and providing a pause for them to reflect 
on the fast-paced conversations. They were also less nervous about making grammatical mistakes 
when they were “suddenly” asked to speak and thus focused more on getting their ideas across. The 
excerpts in Table 1 showed the crucial role of the automatic agent on NNS participation.  NNS was 
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invited by NS to speak when the agent interrupted; by speaking up, NNS was able to share information 
that was essential to group performance, and ask important questions sharing their own status and 
checking on other members’ status. These communicative possibilities were only made possible by 
having the automatic agent temporarily pause the conversation and ask NS to pass the conversational 
floor.  

Contrary to our expectations, only 3 out of 16 NNS activated the manual agent. NNS participants 
reported that they had difficulty finding the right time to press the button, although they were told 
that the agent would automatically interrupt after NS’s next utterance. They also felt reluctant to break 
the flow of others’ conversation and discussed possible social signals the agent might send (e.g., that 
they had something more important to say than the current speaker). These indicate traits of high-
context cultures [37], where the Japanese speakers attend to their surroundings and how their 
individual behaviors might affect others. Although the manual agent could serve as a reminder to NNS 
that they are expected to join the conversation when they have something to say, they did not speak 
significantly more in the manual agent condition. Possibly, this was because NS did not pass the 
speaking floor to NNS as they did in the automatic agent condition (e.g., by inviting NNS to talk), 
because the agent was not actually activated in the manual condition for most groups. This further 
highlights the crucial role of NS in affecting how much NNS can participate in multilingual 
conversations. Also, NNS’ unwillingness to activate the manual agent is contradictory to the findings 
of work on persuasive technologies (e.g. [2][25][26]) designed for more equal group participation. 
Tools such as ScoringTalk [2] and TurnTable [25] showed that simply by providing visual feedback 
on members’ participation status helped groups to achieve more balanced participation. However, 
these studies primarily used participants who are native speakers; our study sheds light on the 
literature by showing an alternative possibility when similar strategies are tested with NNS 
participants. 

5.2 Perceptions of Collaboration Quality 

The interviews provided insights into why the automatic agent did not increase participants’ 
perceptions of collaboration quality. NS perceived the agent’s interruption as unfair and unnecessary 
because they thought the discussion was fair and all members were speaking equally; however, this 
was not the case (NNS proportion of words was .12, .14 and .17 respectively in the control, manual and 
automatic agent condition). Drawing from this insight, future work could monitor group members’ 
participation and share feedback [21] to the interrupted speaker, to help them understand why the 
agent interrupted. As we showed in 4.3, while NS was annoyed by the agent’s interruption, NNS in 
the same group often appreciated the agent interrupted and gave them a gap to catch up with or 
contribute to the conversations. Interestingly, even when the automatic agent provided more NNS 
speaking opportunities by reducing NS participation, it did not alter NNS perceptions of how 
accommodating their NS partners were. We suspect that this is due to the fact that the existence of 
these speaking opportunities was not attributed to the NS but to the agent itself. We elaborate on this 
point in 5.3.2. 

We designed the automatic agent based on a simple framework that defined turns as intervals of 
speech uninterrupted by pauses longer than 0.5s, which sometimes led to the agent’s requests 
overlapping with the interrupted NS speaker’s speech [32][33]. As Suchman [79] pointed out, one of 
the problems of human machine communication is the inability of the machine to effectively employ 
repair mechanisms when signs of communication problems occur. Although it is also challenging for 
human communicators to accurately time the start of the next turn, making it common for brief 
overlaps during transition of turns, these overlaps are often resolved quickly through repair 
mechanisms [72]; however, since the automatic agent wasn’t designed to attend to and respond to the 
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problems of real-world communication, some of the turn taking violations and overlaps did not get 
resolved as they would have in natural conversations. The asymmetry in resources available to the 
agent and the NS participants was a crucial reason for most of the communication problems that 
emerged in the study. Possible solutions include making the agent smarter and more contextualized 
(5.3.1) and making it more clear to the participants that the agent has limitations [1]. 

5.3 Design Implications 

We used this study to explore communicative possibilities [1] that are yet unrealized in multilingual 
groups. We showed it is possible that even with a simple design, an agent that directly intervenes 
discussions and asks NS to pass conversational floors to NNS can achieve more balanced participation 
in multilingual group decision making discussions. What is more, the majority of NNS appreciated 
being able to have a break in the fast-past conversations and an opportunity to re-organize their 
thoughts, regardless of the agent’s timing. Many emphasized their appreciation of being able to 
contribute more to the group discussion. However, the negative emotions (e.g., annoyance from the 
NS side) it created within the participants led to some limitations of the study, including unchanged 
perceptions of workload and collaboration quality. We provide suggestions for the design of future 
tools to improve conversational dynamics between NS and NNS speakers in multilingual groups. 

5.3.1 Future Agent Designs. In our study, the agent’s interruption sometimes overlaps with the 
current speaker’s next utterance. Although overlapping talks are a natural result of turn-transitioning 
and are often resolved quickly in natural conversations (e.g., one party stops talking) [72][74], the 
agent’s timing issues and lack of attendance to context led to annoyance from the NS Participants. 
Simple first steps for future designs include: the agent could make sounds (e.g., “hmm”, “ah”) in 
addition to interactive gestures (e.g., hand waving) to send signals [14][18] so that others know that 
the agent was about to say something.  

In this study, NS complained about being interrupted when they thought the discussion was fair 
and all members were speaking equally, which was not the case (NNS proportion of words was .12, 
.14 and .17 respectively in the control, manual and automatic agent condition). Future agents could 
monitor group members’ participation and share feedback about the speaking time or number of 
words spoken [21] to the interrupted speaker, to help NS understand why the agent interrupted. Also, 
human communicators often adapt to interventions by adjusting their “pre-existing practices” 
[1][8][9]. In our study, some NS participants mentioned that they tried to give NNS chances to talk 
after the first agent interruption made them aware of the imbalance of participation, and the agent 
failed to acknowledge those efforts because it wasn’t made aware of the changes. Future agents could 
interrupt with continuously updated rules based on participants’ behavioural changes, and potentially 
interrupt only the dominant speakers [98]. Also, the design for the timing of interruption could attend 
to the dynamics of the conversation and avoid interrupting when the discussion is at a crucial point 
(e.g., when a final decision is being made) [10].  

This study also sheds light on other methods of intervention in conversations. While having a direct 
intervention that opens up conversational floors helps to balance participation, agents with other 
functions could also have potential to change communication dynamics in multilingual groups. For 
example, as suggested by previous studies [21] and interviewees in this study, the agent could interrupt 
by asking NS to summarize previous points, or asking clarification questions when it detects difficult 
words, which could help to “divide up” the conversations and provide a gap for NNS to reorganize 
their thoughts before participating in the discussion. 

5.3.2 Attributions of NS Accommodation and Politeness of Interruptions. We found it interesting that 
the quantitative data showed NNS did not perceive NS to be more accommodating in the automatic 
agent condition, despite the fact that they were able to speak more and that NNS interviewees talked 
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about NS inviting them to speak when the agent interrupted. We suspect this is because NNS attributed 
the conversational floor opening to the agent instead of NS.  

An alternative option could be, instead of publicly saying “Can we hear from someone else?”, the 
agent privately sends requests to NS, such that NS are not directly interrupted. Results from the 
interviews showed that NS often perceived participations as equal, although that was not actually the 
case based on quantitative findings. Therefore, we believe it is also important to show NS information 
about each member’s participation level, in addition to sending them requests to opening up floors. In 
this way, NS would be reminded to make informed decisions, but they can decide on appropriate times 
to open the conversational floor, e.g., they could finish up their points before letting someone else talk, 
as participant 16B did in Table 1, line 17. More importantly, the agent could be seen as more polite and 
empathetic, and previous studies showed using empathy in interruptions (e.g., asking users if it was a 
good time to interrupt) could promote more positive user experiences [7][59], reducing negative 
emotions from NS’ side. Finally, NNS could attribute NS as more accommodating to their language 
abilities and communication styles, which has the potential to encourage positive emotions and group 
cohesion.  

However, it is crucial to emphasize here, that the solution presented above needs to consider 
potential drawbacks, as previous studies providing feedbacks to NS reported that NS often trusted their 
own judgement instead of system recommendations and failed to make behavioural adjustment 
[19][21][42]. Alternative designs could employ agents that interrupt automatically but show signs of 
empathy, e.g., attending to the participants’ frustration, stress or asking them if they were interrupted 
at the right time [49][59], or asking NS to give up conversational floors privately, and only openly 
making such requests if NS refuse to do that. 

5.4 Limitations and Future Directions 

Our study has a number of limitations that we plan to address in future work. First, we only studied 
conversations between native Japanese and native English speakers in Japan, collaborating in English 
as a common language; there was also a large age difference between NS and NNS participants and a 
gender difference within NNS participants. While the within-subjects design could help mitigate some 
of these issues, results may still differ for speakers of other languages, other age groups, gender 
combinations and/or from other cultural backgrounds. In this paper, we mainly focused on 
participants’ language ability in analyzing our results and less on their cultural background, partially 
because the NS participants are from different cultures, and partially because NNS highlighted the 
importance of language barriers on their participation behaviors in previous studies [16][21][41]. 
However, language and culture are interconnected [57][94]; future studies should investigate the 
relationship between participation, language and culture. For example, if NNS participants are from 
individualist cultures and NS are from collectivist cultures, how would results differ? Personality traits 
of group members also affects a number of factors in group collaboration, such as compliance to rules 
[6][36], team dynamics [68], as well as preferred conversation topics [84]; for example, introverts 
showed more engagement in problem-centered topics, whereas extraverts were more active in a wider 
scope of topics [84]. Future studies could further explore if personality traits [48][61] could affect NNS 
participation and NS compliance to the agent’s requests. 

Second, we used three-member groups with 2NS and 1NS to recreate the smallest unit with NS as 
majority in a group, and to explore situations where speakers need to compete for the next speaking 
turn, as opposed to pairs where any non-speaker could be guaranteed the next turn at a certain point 
(see more in 2.3). However, in groups with more than three members, there is more complexity in both 
the turn-taking mechanisms and group dynamics; for example, when groups have more than one NNS, 
they might engage in code switching (where they switch back and forth between the common 
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language and their native language) and helping behaviors (e.g., those with higher common language 
proficiency may help those less fluent)[16][31]. Future studies are needed to explore members’ 
behaviors in larger groups, which are also common in multilingual communication. 

Third, as noted earlier, we designed our agent in a particular way, to interrupt based on six NS 
speaking turns in a row to provide an opportunity for NNS team members to contribute. The agent 
also made very direct requests as opposed to more subtle ones because they often failed to lead to 
behavioral changes in previous studies (e.g., [12][28][30][85][87][19][42][82]). As the interviews 
indicate, this design approach created some limitations in conversational interaction. Future work 
might explore the value of other design strategies for these agents, including those mentioned in the 
Design Implications section (5.3). Finally, we used a laboratory study with a realistic but not entirely 
natural team activity, the survival tasks. Additional work is needed to determine whether our findings 
generalize to other team configurations and tasks. 

6 CONCLUSIONS  

We examined the effects of a conversational agent that opens up the speaking floor for NNS during 
multilingual conversations in a controlled laboratory study. We compared an automatic agent and a 
manually controlled agent to a control condition with no agent. We found that NNS participated 
significantly more in the automatic agent condition than in the control condition. Excerpts from group 
discussions and interview results highlighted the crucial role of the automatic agent on NNS 
participation. However, there was a mismatch in NNS and NS perceptions of the agent, where NNS 
appreciated being able to contribute more after the agent’s interruption, while the majority of NS 
perceived the agent’s interruption as unfair. We provided design suggestions for improving future 
agents to support multilingual communication. 
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