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Chatbots are regarded as a promising technology for delivering guidance. Prior studies show that chatbots
have the potential of coaching users to learn different skills; however, several limitations of chatbot-based
approaches remain. People may become disengaged from using chatbot-guided systems and fail to follow the
guidance for complex tasks. In this paper, we design chatbots with (HC) and without (OC) human support
to deliver guidance for people to practice journaling skills. We conducted a mixed-method study with 35
participants to investigate their actual interaction, perceived interaction, and the effects of interacting with
the two chatbots. The participants were randomly assigned to use one of the chatbots for four weeks. Our
results show that the HC participants followed the guidance more faithfully during journaling practices
and perceived a significantly higher level of engagement and trust with the chatbot system than the OC
participants. However, after finishing the journaling-skill training session, the OC participants were more
willing to keep using the learned skills than the HC participants. Our work provides new insights into the
design of integrating human support into chatbot-based interventions for delivering guidance.
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1 INTRODUCTION
Chatbots are regarded as one of the most promising technologies and are increasingly applied in
many domains. Because chatbots provide a fast, convenient, and low-cost communication channel,
both scholars and practitioners are keen to develop effective chatbots to address the challenges of
providing healthcare services. For example, a growing body of research demonstrates how chatbots
can be useful for helping people maintain good lifestyles [29, 37], collecting daily health information
to share with healthcare providers [26, 34], and guiding people to improve their general well-being
[28, 32, 63]. For instance, Wang et al. [61] proposed a conversational agent to coach people to
relieve their public-speaking anxiety through cognitive reconstruction exercises, and Fitzpatrick et
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al.’s [17] Woebot system gives step-by-step guidance for users to think through their situation with
cognitive behavioral therapy and was found to relieve users’ depression. Other recent studies have
applied a variety of conversational strategies and structures to promote behavioral change and to
persuade chatbot users to act differently [27, 29, 57]. Some of these systems have even been found to
outperform human-human interaction in some scenarios. For example, Lucas et al. [36] found that
utilizing a virtual agent as an interviewer could promote users’ depth of self-disclosure, and Xu et
al. [67] concluded that the use of interactive robot agents would probably enhance physical-therapy
outcomes. Therefore, these prior works have demonstrated that chatbots can serve as an effective
platform for delivering guidance and tutoring people.

Despite the success of utilizing chatbots to deliver guidance, there are still a number of challenges
to overcome. For example, research points out that people easily become disengaged from using a
chatbot [48, 58], hampering them from long-term interventions. Moreover, people may overtrust
solutions suggested by chatbots which could be inappropriate [24, 67, 68]. In another study, Luria
et al. [38] found that people felt uncomfortable interacting with a chatbot which used the same
personality to handle both low-risk (e.g., social chat) and high-risk (e.g., medical purpose) contexts.
Thus, the authors suggested to design a chatbot that embodies multiple personalities, each of which
are displayed in a unique social presence and have the expertise to focus on a single task.
Prior studies inspire us to overcome challenges by integrating human support into a chatbot

system. More specifically, we may be able to make the best use of both human-based and chatbot-
based approaches by co-embodying them into a single system. Indeed, studies have suggested that
the integration of human support with chatbot interactions could promote user engagement [48]
and efficacy of using self-guided systems. For example, a recent study [34] proposed a mediator
chatbot that promotes deep self-disclosure from users and delivers the information to a human
expert. More research is clearly needed on how individuals might respond differently to interaction
with a chatbot alone vs. one incorporating human support. We are also interested in understanding
how such differences affect user experience in the long run. To help fill the gap, we conducted
a mixed-methods study with 35 participants. We deployed two chatbot designs, both of which
delivered training in journaling skills [22, 25]. The first version of the chatbot guided participants
in the journaling skills itself, while the second version integrated a human expert (coach) into its
interaction when guiding the participants in the journaling skills. Over a period of four weeks, we
tracked changes and differences in how each version impacted users’ responses to and perceptions
of the chatbot system, as well as their level of compliance with the guidance to practice journaling
skills.
Our work makes several contributions to the CSCW and human-computer interaction (HCI)

communities. It is among the first that investigated the effects of integrating a human expert to
deliver guidance for practicing journaling skills. Our unique three-phase design of an experimental
study with 35 participants contributes novel findings of how chatbot interactions with and without
expert guidance elicited user interaction differently over time. More specifically, during the Training
phase, participants’ actual and perceived engagement with the chatbot providing expert guidance
(HC) was significantly higher than that of the participants who interacted with their chatbot
alone (OC); however, during the Free-will phase, the OC participants chose to continue practicing
journaling significantly more than the HC participants. Second, triangulating system log analysis
with interviews and surveys, we provide new insights into how the design of chatbot systems with
and without human support affected user experience of such systems both objectively (e.g., in terms
of the length and depth of journaling content) and subjectively (e.g., participants’ perceived trust and
intimacy with the chatbots). Third, our work also presented empirical evidence of using chatbots
to practice journaling on improving participants’ self-reflection. Since prior work shows better
self-reflection could enhance people’s awareness of their well-being, our work further provides
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design implications for applying chatbots in the healthcare domain and to support diverse training
purposes.

2 RELATEDWORK
2.1 Chatbot for Delivering Guidance
Conversational agents (e.g., chatbots) are gaining considerable attention in many fields including
healthcare [69] and education [64]. Research has shown that chatbots can assist users in tracking
and monitoring their behavior (e.g., [37]) and feelings (e.g., [17]), which could further be used
to solicit social support and self-reflection [29]. Also, many studies designed chatbots to guide
healthier habits or ways of thinking [46], such as better eating habits [37], exercise [29], ways
of coping with stress [46], and self-compassion [32]. For example, Park et al. [46] incorporated a
motivational interview technique into chatbot conversation to help users cope with stress, and
found that their design facilitated conversations that improved self-reflection as well as stress
management. Lee et al. [32] designed a dialogue aimed at inspiring users to take care of a chatbot
that was portrayed as having had a negative experience, and found that after doing this for two
weeks, users’ self-compassion increased significantly. Another line of research has shown that
chatbots have the potential to help people improve their mental well-being by training their
thoughts and behavior [36, 61, 65]. For instance, Wang et al [61] designed a public-speaking tutor
using a chatbot system to coach users and reduce their public speaking anxiety. Hence, these studies
have shown that chatbots could not only help track users’ behavior but could also play a proactive
role in training users to learn skills.
Recent advancements in artificial intelligence (AI) are also enabling chatbots and other virtual

agents to act more credibly like human beings, including during the provision of self-help informa-
tion [10, 14]. Prior studies [5, 33] indicated that conversational interaction can increase trust and
affect users’ acceptance of recommendations from a conversational agent. Thus, the design of the
interaction between them is important in enhancing users’ willingness to adopt chatbot suggestions.
Gabrielli et al. [18] proposed a chatbot-based coaching intervention that successfully helped ado-
lescents learn life skills, such as strategies for coping with bullying, and previous research [24, 67]
found that their participants’ trust and compliance with physical therapeutic suggestions were both
higher when interacting with robot therapy partners than with a human expert. Moreover, research
has shown that people tend to apply the social norms of human relationships to their interactions
with computer agents. This tendency, known as the Computers Are Social Actors (CASA) paradigm
[42], has informed the design of many computer agents [35, 50, 57]. People may perceive intimacy
and companionship with a computer agent [27, 35, 40], inducing changes in behavior change. For
example, Ravichander et al. [50] found that reciprocity occurred in human-chatbot interactions and
that a chatbot’s self-disclosure encouraged people’s self-disclosure. Similarly, recent work by Lee
et al. [35] showed that a chatbot’s self-disclosure improved participants’ perceived intimacy with
the chatbot and facilitated their self-disclosures in response to the chatbot’s sensitive questions
(e.g., failure experiences).

However, several limitations of chatbot-based approaches remain, and in certain situations,
chatbot-based approaches may be less beneficial than those provided by humans [40, 41, 48]. For
example, Howard et al. [24] has pointed out that some people may trust robots too much, due to
over-optimism about the viability of the solutions they suggest, and that this trust becomes a source
of risk if robots make clinically suboptimal or inappropriate suggestions. In addition, for healthcare
interventions that require long-term engagement [8], people may easily become disengaged from
the use of self-guided systems, due to loss of motivation and/or failure to incorporate those
systems’ recommendations into their daily lives [48]. Furthermore, an investment model shows
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that purely computer-based interventions are often much less effective than hybrid ones with some
professional human input [16], in part because the latter tends to inspire their users to execute a
higher proportion of their intervention requests.

2.2 Integration of Human (Expert) Support and Chatbot-based Approaches
In prior works, human support has been provided via a separate communication channel external to
the chatbot system, such as phone calls, text messages, and email [1]. For example, there have been
two main ways of providing human support to chatbot systems. The first is to deploy chatbots in
between human-run sessions, to offer users unbroken access to materials and activities [52, 53, 69].
Studies that have adopted such an approach regard chatbots as supplementary tools to support
human expert’s intervention; chiefly, by monitoring clients outside of their clinical sessions, and
garnering information about them that may result in better treatment (e.g., [28, 48]). Alternatively, it
is possible to design a primarily chatbot-based intervention, augmented by human supporters who
promote engagement and provide technical troubleshooting and clinical support when issues arise
[41, 48, 60]. Such an approach could be more efficacious than interventions by chatbots unsupported
by humans [48, 52].

Recently, some researchers have suggested an integration of human support into chatbot interven-
tions [48, 52, 53]. For example, Schueller et al. [52, 53] reviewed prior studies of integrating human
experts (e.g., coach and therapist) into behavioral intervention technologies, not chatbot-based,
and suggested concepts to guide a deeper integration by capturing the trade-offs between client
benefits and the available human resources. Alternatively, some prior studies [15, 31] use conversa-
tional agents to encourage users’ collaboration and communication between people. Specifically,
Kumar et al. [31] designed a chatbot tutoring system which gave guidance for multiple students
to facilitate collaborative learning among them. Duan et al. [15] utilized a conversational agent
to enhance non-native speakers’ confidence in conversation with native speakers. These studies
showed that chatbots could help mediate interactions between users, but we further explore the
effect of applying chatbots to mediate suggestions for guiding users to learn skills.
The foregoing review and Schueller et al.’s work [52, 53] calls for an integration of the support

provided by chatbots and humans. However, previous works have indicated different designs for
implementing multiple personas into a chatbot system. For example, Luria et al. [38] conducted
studies to examine multiple personalities for conversational agents under different contexts (e.g.,
low-risk and high-risk contexts). They found that users preferred to have an additional expert
agent guiding a specific complex task instead of interacting with the same agent that handled
both simple and complex tasks. Conversely, Chaves et al. [11] found that users reported confusion
when they engaged in multiple persona chatbots for an information gathering task in a single
communication channel. Therefore, it is not clear if and how adding a human supporter into
human-chatbot interactions could impact user experience and outcomes, which motivates our
research.

3 RESEARCH QUESTIONS
To explore the effects of integrating human support into a chatbot system to deliver guidance, we
examine two chatbot designs, one with and one without integrating human support. The chatbots
are designed to guide users to learn journaling skills. Journaling is an approach suggested to help
improve mental health [22, 25]. We chose gratitude journals [13, 55] and expressive writing [3]
as the journaling skills because they are known to be effective in improving self-reflection and
mental well-being. Users’ journaling exercises could be used to measure their compliance with a
chatbot’s guidance. We conducted a four-week study deploying two chatbot conditions, with (HC
condition) and without (OC condition) a human supporter (coach), to provide guidance to learn the
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journaling skills. The suggestions delivered to the users in both chatbot conditions were adopted
by pre-existing journaling materials (e.g., gratitude journals [13, 55] and expressive writing [3]).
The evaluation of how each design influenced its users’ experience and journaling behavior was
guided by the following research questions.

RQ1: Do people interact with their chatbot differently if they have a human expert (HC) or not
(OC) to guide them? The goal of our design is to understand whether integrating a human expert
in the loop of interaction may affect users’ journaling practices by following the suggestions
delivered through the chatbot system. Previous research [36] suggests that people disclose more
deeply to chatbots than to a human interviewer, but research [38, 48] found that people might feel
uncomfortable following suggestions for complex tasks when it is given by a chatbot. Thus, we
evaluate users’ depth of disclosure to measure how users would follow guidance for journaling.
Our research findings of RQ1 will contribute design insights of incorporating human experts into
human-chatbot interaction for delivering guidance.

RQ2: How do people perceive their interaction with the chatbot differently between the HC and OC
conditions? To address RQ2, we studied two perspectives: a) people’s perceived interaction with the
chatbots in general, and b) people’s perceived benefits of practicing journaling through the chatbots.
First, when examining their perceived interaction with the chatbot system, we applied several
constructs, including people’s perceived engagement, trust, and intimacy. The reasons we measured
these constructs are as follows. Prior research [57] showed that when users identified a chatbot as
a human, they would think that the conversation was more engaging and persuasive. Therefore,
we expect that incorporating a human expert in delivering guidance for learning journaling skills
would improve people’s perceived engagement. Moreover, previous studies found that users’ trust
[5, 33] in and intimacy [27, 35] with the conversational agents would affect their behavior to
accept the suggestions and disclose themselves. Thus, to understand different perspectives which
may influence users’ behaviors of practicing the journaling skills, we measure their perceived
engagement, trust, and intimacy before and after being given guidance for practicing journaling
skills. Second, practicing journaling skills [22, 25] may help improve self-reflection and higher
levels of self-awareness [25, 54, 59], which leads to improved behavioral changes. For example,
prior research [29] showed that a chatbot could guide users to better self-reflect on their physical
activities. Therefore, we also measured users’ perceived self-reflection and self-awareness to explore
whether the two chatbot designs to deliver journaling suggestions would affect users’ perceptions
differently.

RQ3: Do people keep practicing journaling skills differently over time between the HC and OC
conditions? Finally, we further explore how the designs would influence users’ willingness to keep
practicing those suggestions as a measure of the lasting effect of the design. Prior research [35, 38]
suggests that when people interact with an agent over an extended period of time, their familiarity
with the system may affect further behaviors. In addition, prior research [8, 69] indicated that
people may easily become disengaged from the use of self-guided systems. Thus, we explore how
our designs, with and without human support, affect users’ retention of their journaling exercises
over time.

4 METHOD
4.1 Study Design
In this study, each participant was asked to interact with the chatbot every day, via a single daily
chatting task that lasted approximately 15-30 minutes for four weeks. The goal of the chatbot
system was guiding participants to practice journaling skills.
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Fig. 1. Our chatting interface. (a) The chatbot gives a suggestion/guidance to the user (OC group); (b) The
chatbot introduces a human coach, and the coach’s agent gives a suggestion/guidance to the user (HC group).
The chatbot switched the icon and name to the coach only when the users were in the Suggestion session (Fig.
2).

Two experimental conditions were designed: an Only Chatbot (OC) condition in which the
participants interacted with a chatbot for the four-week study, and a Human support (coach) with
Chatbot (HC) condition in which the participants interacted with a chatbot for the four-week study,
but the chatbot would introduce a human coach when delivering suggestions for journaling skills
(Fig. 1). The participants in the HC condition were informed that their journaling suggestions were
given by a human expert (coach). However, they were told that the coach was too busy to chat with
them in real-time, so the coach would leave the suggestions at night and the chatbot would deliver
the suggestions on behalf of the coach. Each day during the Training phase, the chatbot reminded
the user that the coach had left some journaling suggestions at the beginning of the suggestion
session. This system design for the HC condition simulates a scenario where a real coach gives
guidance to users through a chatbot. We are interested in how users would react to the guidance
mediated by a chatbot. To design a coach’s persona, we selected a human name (Sue) and used a
coach icon to remind the participants that the guidance was given by the coach (Fig. 1).
Note that all participants received exactly the same suggestions/guidance from the chatbot

system irrespective of the condition. The differences between the two conditions are the switching
agent icons in the interface (Fig. 1) and the introduction of the coach in the Suggestion session.

4.1.1 Three-Phase Study Design.
To observe and understand how the designs affected users’ behavior and experience over a

period of time, we designed a four-week study. The first day of the four-week study was treated as
a practice day to familiarize the participants with the chatbot system, and the remaining 27 days
were divided into three equal segments/phases of nine days each (Fig. 2): Warm-up, Training, and
Free-will.
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Fig. 2. Study design - The study consisted of three phases: Warm-Up, Training, and Free-will. OC represents
the group with Only Chatbot, and HC represents the group with Human support and Chatbot. Human
supporter (coach) appeared only during the Suggestion session (in Training phase) to deliver suggestions.
Other chatting sessions were kept the same for both groups.

In Phase 1: Warm-up, each chatting task commenced with a Journaling session, followed by a
Small-talk session. This phase was utilized as a warm-up to familiarize participants with chatting
with the chatbot and to remove novelty effects.

In Phase 2: Training, a Suggestion session was added after the journaling and small-talk sessions
(Fig. 2). In the Suggestion session, either the chatbot (OC condition) or the coach (HC condition)
gave the participants suggestions and guidance to improve their journaling skills and learn new
journaling skills. This phase was to investigate users’ compliance with the journaling suggestions
and measure their perceived interaction (engagement, trust, and intimacy) as well as its effect.
On the first day of Phase 2, the chatbot told the OC group: "From today, I am going to give you
some guidance to learn new journaling skills, which could help you (1) gain a better understanding
of your own mental-health status; and (2) help you to improve your happiness and well-being." In
the HC group, the same comments were attributed to a coach called Sue, who was introduced by
the chatbot as follows: "I am going to introduce my colleague, Sue, to you. She is a coach to guide
you to learn new journaling skills. She will leave some suggestions for you every day because she
cannot always be online to chat." To remind the HC participants that journaling suggestions were
provided by the coach, at the beginning of every Suggestion session, the chatbot noted that they
had suggestions from Sue. Furthermore, whenever the chatbot delivered Sue’s message (i.e., the
suggestions), it switched the icon to the coach’s agent icon and showed her name on the interface.
Once the chatbot finished delivering Sue’s suggestions, the icon switched back to its original chatbot
icon. During the Training phase, guidance messages - from the coach to the HC participants and
from the chatbot itself to the OC participants - constituted 35% - 40% of the conversations in the
(Suggestion session).

Lastly, in Phase 3: Free-will, no further journaling suggestions were given. Instead, the chatbot
encouraged the participants to practice the journaling skills (Fig. 2, Practice (Optional)) that had
been shared with them during the Suggestion session, though they could skip such encouragement
without receiving any penalty. The purpose of this phase was to enable the researchers to gauge
differences in how our OC and HC conditions affected the participants’ journaling practices when
following guidance was not required.
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4.2 Conversation Sessions Across the Three Phases
The conversation flow design was inspired by existing chatbot designs for healthcare (e.g., Woe-
bot1), in which the conversation usually begins with a greeting and then proceeds to in-depth
conversation. We extended such designs by adding small-talk, which has been shown to enhance
users’ engagement with and self-disclosure to chatbots [35, 50, 61].

Journaling Session - Because of journaling’s various documented benefits to personal mental
well-being, we designed this type of session - in which users are asked about their moods and
the reasons for them - to occur every day. This regularity was also expected to reinforce the
participants’ awareness that the chatbot was focused on journaling, and not random chit-chatting.
Accordingly, our chatbot prompted the participants to focus their journaling on five topics: their
mood, experiences, gratitude, stress, and anxiety. Specifically, after an opening greeting, it asked the
participant to summarize his/her mood and its causes (e.g., "Could you let me know what happened to
make you feel this way?"). After any necessary follow-up questions, the chatbot would continue by
asking three to five journaling-relevant questions. In such sessions, the chatbot primarily "listened,"
i.e., gave simple, general responses like "I understand" and "Okay" or encouraged participants to
elaborate on their own answers.

Small-Talk Session - Previous research [7, 35, 61] has reported that small-talk (social chat) with
a chatbot can improve users’ experience of the chatbot system and their performance within it. Our
chatbot was designed to engage in self-disclosure, and shared its personal stories in the small-talk
sessions. This design was motivated by previous studies’ findings that a chatbot’s self-disclosure
had positive effects on its users’ self-disclosure depth [35], and that mutual self-disclosure could
enhance users’ positive expectations and motivation, and strengthen the therapeutic bond [19]. The
conversational topics used in our small-talk sessions were adopted from previous studies [2, 35]
and included feelings, thoughts, and information. The same small-talk topics and responses from
the chatbot were received by both the OC and HC groups.

Suggestion Session - As noted earlier, the Suggestion session was only deployed in the Training
phase, and both the OC and HC groups received exactly the same suggestions and guidance but
from the chatbot (OC) and the coach (HC) respectively. The suggestions were adopted from pre-
existing journaling materials aimed at improving people’s journaling skills, with the wider aim of
boosting their well-being [13, 59]. Based on the findings of research in positive psychology [54],
some interventions can easily be implemented through typing or writing. For example, Gratitude
Journaling [13, 39] is an effective skill/tool for the in-depth expression of appreciation to others, as
a path to enhancing one’s own well-being and self-reflection.

Our chatbot system was designed to facilitate that prior studies’ guideline [39, 47, 51, 55] to build
users’ journaling skills. For instance, to aid acquisition of the "gratitude journal" skill, the chatbot
first explained the benefits of having that skill, and asked its users to think of someone to whom
they were grateful. Then, it gave the instructions: "Let’s imagine you are writing a gratitude letter.
Take a few minutes to express your gratitude for what this person has contributed to your life. Please
directly address the person throughout the letter." Next, the chatbot encouraged the participants
to give more specific and detailed information: "Describe specific things that this person has done
that made you grateful," and "Describe how this person’s behavior has affected your life." Finally, the
chatbot asked the participants to wrap up: "End the letter in a way that identifies it is from you."
As such, the chatbot’s role was to keep guiding users toward the next step, while giving in-

structions intended to stimulate deep disclosure of their thoughts and feelings. As briefly noted
above, the difference between the OC and HC groups was that the latter’s instructions - though

1https://woebot.io/
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identical to those provided directly by the chatbot to the OC group - were acknowledged to have
been written by a human coach, and the chatbot was portrayed as her intermediary.
The participants would see the coach’s message separately from the chatbot’s messages in

the Suggestion session, under their own chatting partner image (Fig. 1, Right). Only one skill (i.e.,
gratitude journaling [39, 55], expressive writing [47, 51], or the best possible self exercise [45, 56])
was delivered to any participant on a given day, and the participants learned that skill over three
consecutive days.

4.3 Interface and Implementation
Fig. 1 shows our chatbot interface. Because of its similarity to commercially available messenger
applications, the participants readily learned how to use it. They were allowed to give free-text
responses to almost all of the system’s questions, though sometimes, it provided a few options
for them to choose from. For example, when the chatbot asked about a user’s mood, it would also
show him/her a list of words that could be used when answering. For the chatbot’s appearance, we
adopted a bot figure (Fig. 1, Left). However, for the group with human support, when the chatbot
delivered the human coach’s suggestion, a female figure named ‘Sue’ appeared to visually mark
that the suggestions were from the coach (Fig. 1, Right). To prevent users from having a biased
view on the coach, we avoided giving them a profile or a portrait of the coach; we instead gave an
abstract figure, which is sufficient to remind the users that the messages were from the coach.

Our chatbot was developed using Manychat2 and Google Dialogflow3. The former enabled us to
generate daily chatting tasks, to monitor whether the various participants had completed those
tasks, and, where necessary, to issue task reminders. The daily chatting tasks included predefined
questions and responses from the chatbots, which allowed us greater control of the experimental
conditions than would have been possible otherwise. The purposes of integrating Dialogflow, on
the other hand, were to increase the naturalness of user-chatbot conversations and to handle users’
exceptional questions and requests. If the chatbot detected that a participant became stuck three
times within the same chat, it moved to the next conversational topic.

Incorporating natural language processing (NLP), Dialogflow enabled the chatbot to give plausible
responses to a wide range of questions from the participants, such as, "Can you help me?" and
"How are you?" Additionally, if a participant said "I feel stressed today," the chatbot’s response might
include a follow-up question such as, "Could you let me know why you feel stressed?" along with
its main reply. And, when participants asked questions that the chatbot did not expect and/or
could not answer, e.g., regarding human activities such as schooling or diet, Dialogflow helped it
process them by providing either simple, naturalistic answers, or requests to rephrase the question
or refocus on the task at hand. Besides, this NLP engine allowed the chatbot to handle an additional
social chat when participants prompted the chatbot after finishing their daily chatting task. To
facilitate natural interaction and transition between the chatting tasks, we designed "intents" in
Dialogflow, such as, replying to greetings, replying to users’ positive or negative comments, and
courtesy. We also designed intents that encourage a user to clarify questions and help them redirect
back to the main conversational flow.

4.4 Participants
We used social media and a university’s electronic bulletin board to recruit participants who met the
following criteria: they 1) were above age 18; 2) were able to read, write and speak fluent English;
and 3) had a score lower than 13 on the Kessler Psychological Distress Scale [49], meaning that they

2https://manychat.com
3https://dialogflow.com
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did not have an urgent mental-health issue. We excluded the latter group because the chatbot was
designed to ask its users to share personal experiences that might be negative, and this was deemed
to be a potential risk to the well-being of people who were already mentally distressed. In the
recruitment stage, we disclosed the duration of the study (four weeks), along with the participants’
right to drop out at any point, and each participant’s option to attend a follow-up interview at the
end of the study.

The 35 participants we recruited ranged in age from 20 to 29 (M = 24.74; SD = 1.96), and none of
them reported having any mental illness. All were graduate or undergraduate students. We divided
them into two groups: the OC group (Participant (P)1-17), which received suggestions from the
chatbot, and the HC group (P18-35). Both groups were balanced by K-6 score (average OC M = 7.97,
CH M = 8.3) and gender, in light of prior research findings on the potential impact of both mental
status and gender on self-disclosure [12, 23, 49]. The final composition of OC was 10 females and
seven males, and of HC, 11 females and seven males. All participants were familiar with messenger
platforms. After the four-week period of interacting with the chatbot, 34 participants attended
face-to-face individual interviews, each of which lasted between 45 and 60 minutes.
The participants were paid $230 USD each, of which $20 was for the final interview, and the

remainder for their participation (chatting tasks and two surveys) in the study per se. The same
amount was paid regardless of the conditions of participation. On average, we paid $7.50 for each
chatting task (28 chatting tasks in 4 weeks) which reflects the local part-time rate. The participants
were told that their financial compensation was contingent upon their completion of at least four
chatting tasks during each of the four weeks of the study. If a participant could not meet this
requirement, they would get compensation proportionally. However, the participants were also
told that they would be able to get the full amount as long as they met this minimum requirement -
they would not have to answer all the questions or follow the guidance if they didn’t want to, and
would not receive any penalty.

4.5 Procedure
All participants were asked to attend an initial meeting in which the researchers helped them set
up the chatbot, either on a mobile phone or another device of their choice. In the same meeting,
the participants were informed that their conversations with the chatbot would be recorded and
analyzed by the research team; that they had the right to refuse to answer questions and to decline
to comply with instructions from the chatbot; and that they could withdraw from the experiment
whenever they liked. They then signed consent forms. This was followed by a 10-minute chatbot
practice/familiarization session. Experimental-group assignments (i.e., to OC or HC) were not
discussed with the participants at any time, and they were instructed not to discuss their respective
chatbot interactions with one another until after the experiment was finished.
The chatbot prompted the participants when a new chatting task was available. Full access to

the chatbot was allowed during 18 hours of each 24-hour period, i.e., from 6 p.m. until 11:59 a.m.
the following day. This time-window was selected because, although the researchers preferred
interaction to occur in the evening, to ensure that the participants’ reactions to the day’s events
were fresh, they acknowledged that some participants might only have the opportunity to engage
with the chatbot in the morning. When a participant accessed the chatbot between noon and 5:59
p.m., it would provide only a simple social chat designed not to affect participants’ perceptions of
the chatbot or the experiment.
To examine the impact of whether suggestions were given directly by the chatbot or by the

coach, we conducted two surveys, one at the end of Phase 1, and the other at the end of Phase 2 (Fig.
2). The details of the survey and other data-collection instruments and approaches will be provided

Proc. ACM Hum.-Comput. Interact., Vol. 5, No. CSCW1, Article 122. Publication date: April 2021.



Exploring the Effects of Incorporating Human Experts to Deliver Journaling Guidance through a Chatbot 122:11

in the next section, below. At the end of the study, all participants were invited to a face-to-face
interview. This research was reviewed and approved by our institutional review board.

4.5.1 Conversation Logs.
We collected all participants’ chatbot conversation logs, and compared them across the OC and

HC groups. To assess how closely the participants followed the system’s suggestions, we focused
on changes in the depth of their self-disclosure, which the acquisition of journaling skills has been
shown to deepen. Previous research has also used depth of self-disclosure as a metric of users’
quality of responses to a chatbot [66] and of their trust in a chatbot system [34]. We had two
raters code the log data independently according to the three categories proposed by Barak and
Gluck-Ofri [4], i.e., information, thoughts, and feelings, each of which is further subdivided into
three levels according to the sensitivity of the information disclosed, as shown in Fig. 4.

Specifically, the raters deemed a user’s statement in the log data to be information if it provided
factual details about him/her; as thoughts if it expressed his/her personal opinion about events,
personal appearance, or intimacy; and as feelings if it expressed an emotional reaction to events,
people, or behaviors. The coding of each statement included rater-assigned scores on a scale of
1-3 in each of these three categories, to reflect that they are not absolute or mutually exclusive.
Fig. 4 shows the examples. The raters practiced rating a large subsample of users’ statements and
discussed differences until they reached a consensus, before rating the remainder of the data. A
final inter-rater reliability of 89% was achieved.
To analyze how the two chatbot versions, OC and HC, had influenced the participants’ depth

of self-disclosure, word count, and responsiveness to journaling suggestions, we performed a
mixed-model analysis of variance (ANOVA), followed by a Tukey’s test of significant difference.
For this purpose, we treated the chatbot’s suggestions as random effect; groups (OC and HC)
and experimental day (Phase 2: 9 days) as independent variables; and self-disclosure levels as the
dependent variables.

4.5.2 Survey.
In the surveys administered before and after the Training phase (Fig. 2), three constructs were

measured to focus on participants’ perceived interaction and to facilitate comparison of the effects
of the OC and HC conditions. We also evaluated participants’ perceived benefits of the interaction
by measuring their self-reflection and self-awareness levels. Each construct is described in turn
below.

Perceived Trust: We measured perceived trust because it is crucial to individuals’ decisions
to engage in self-disclosure and accept the suggestions, regardless of whether their interlocutors
are humans or machines [34, 62]. Our nine measurement items for this construct were adapted
from prior literature on perceived trust in computer agents [5, 33, 34], and answered on a seven-
point Likert scale ranging from 1=strongly disagree to 7=strongly agree. Example items from this
dimension included, "The chatbot provides me with unbiased and accurate suggestions" and "I can
trust the information provided by the chatbot."

Perceived Engagement: The participants were asked to self-report their perceived engagement
with the chatbot, as such engagement could have influenced their responsiveness to journaling
guidance, and thus their performance when using the system. Additionally, prior studies have
suggested that human support probably increases users’ engagement, and that loss of engagement
is a common obstacle to self-guided treatment [41]. The 12 measurement items for our surveys’
engagement dimension were adapted from prior literature [44]. Examples from this dimension
included, "I felt interested in this experience" and "The time I spent using the chatbot just slipped away."

Perceived Intimacy: Peoplemay develop intimacywith a chatbot throughmutual self-disclosure
behavior [6, 35], and they may also perceive intimacy and companionship with a computer agent
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Fig. 3. Samples of the participants’ dialogues. Note: We removed some information from the users’ responses
for privacy reasons.

when interacting with it over periods of time [27, 35, 40]. Meanwhile, the change in the chatbot’s
role from a listener in Phase 1 to a coach in Phase 2 may have a negative impact on users’ perceived
intimacy with the chatbot. Hence, we measured this construct to see if intimacy between each user
and the chatbot evolved over the course of Phase 2, and whether/how this construct affects users’
depth of self-disclosure to the chatbot system. The six items in this dimension were adapted from a
prior study [33]. An example item from this dimension included, "I felt close to the chatbot."

Self-reflection and Self-awareness: Finally, wemeasured user’s self-reflection and self-awareness
because these constructs are potential indicators of the effectiveness of the journaling guidance
and our system. Indeed, the journaling suggestions provided by the chatbot/coach were aimed at
building participants’ self-reflection [21] and self-awareness [20]. Wemeasured users’ self-reflection
and self-awareness by utilizing a self-reported questionnaire. The 12 measurement items for self-
reflection and three items for self-awareness were adapted from prior research [20, 21]. Examples
from the two dimensions included "I frequently take time to reflect on my thoughts," "Right now, I am
conscious of my inner feelings," and "Right now, I am reflective about my life."

We conducted mixed-model ANOVA to analyze the survey results, with the dependent variables
being self-reported engagement, trust, intimacy, self-awareness and self-reflection. The two in-
dependent variables were group membership - i.e., of OC vs. HC - and time (Fig. 2): i.e., before
Phase 2 (Pre-survey) vs. after Phase 2 (Post-survey). Mauchly’s test was used to verify that the
assumption of sphericity was not violated (Sig. > .05), and Greenhouse-Geisser correction was used
to adjust for lack of sphericity.

4.5.3 Interview.
Our semi-structured interview protocol focused on the participants’ chatbot experiences, in-

cluding their daily practices of using the system, their engagement, and their impressions of the
chatbot. Follow-up questions covered if/how their attitudes and impressions had changed since the
start of the experiment. To capture differences in how the interviewees responded to the chatbot’s
(or coach’s) specific guidance, we asked them to describe their feelings about those suggestions,
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including if they felt they were worth following; if they felt comfortable about receiving them;
what they learned after following/ignoring them; and if such feelings changed over time.

In addition, we asked the participants how much effort they expended in learning from the
system during Phase 2; and how much they disclosed to the chatbot/coach when practicing the
journaling skills they had learned. As well as their general impressions of the chatbot/coach, we
asked them how they defined their relationship with it/her; if they trusted it/her, and why; and if
they perceived themselves as having become dependent upon it/her when learning and practicing
journaling skills. Finally, we asked interviewees to reflect upon whether their participation in the
study as a whole had affected their self-reflection or self-awareness in daily life, and whether they
were still using any of the journaling skills they had been taught during the experiment. Each
interview was audio-recorded and transcribed for further analysis.
Thematic content analysis, which involves iteratively reviewing and labeling interviewees’

responses with emerging codes, was applied to all the interview data by two raters working
independently. The raters’ coding results were then compared, and possible revisions were discussed.
This cycle was repeated until the coding scheme was deemed satisfactory by both raters, and inter-
rater reliability had reached a reasonable level (> 91%).

5 RESULTS
To answer the three research questions, we present the results following their order. First, RQ1 is
answered by analyzing conversational logs in the Suggestion session. Second, RQ2 is answered by
the pre- and post-survey of users’ perception, and the interview results are included to explore the
reasons for causing the experience. Finally, RQ3 is answered by counting the number of participants
that voluntarily practiced the journaling suggestions to understand the lasting effect. The interview
is also involved in extending understanding. Fig. 3 shows two participants’ sample dialogues with
the chatbot system.

5.1 Effects of Chatbot Designs on Users’ Journaling Behaviors (RQ1)
To explore RQ1, regarding how users responded differently to versions of the same chatbot with
(HC) and without (OC) a human expert (coach) in the same communication channel, we analyzed
conversation logs from the suggestions sessions during the Training phase (Phase 2). Since the
suggestions given in either chatbot setting required the participants to disclose and reflect more
about themselves than had been the case in Phase 1, we measured the quantity and depth of
participants’ self-disclosure. The statistical results are summarized in Table 1.
On average, HC participants generated 7.9 messages, and OC participants generated 7.5 mes-

sages while practicing each Suggestion session’s journaling skill. We calculated the word count
of participants’ responses and compared the differences using mixed-models ANOVAs. Results
showed that the HC (M = 159.41, SD = 16.61) group’s mean overall word count was significantly
higher than that of the OC (M = 118.31, SD = 17.62) group (F(1, 33) = 6.60, 𝑝 < .01). There was no
significant main effect of experiment day, and no interaction effects.

5.1.1 Depth of Self-disclosure.
We then coded participants’ responses to examine the depth of their self-disclosure. More

specifically, first, with regard to Information, there was no significant effect of any factor; i.e.,
neither OC/HC membership nor experiment day significantly impacted how the participants
disclosed information to either version of the chatbot. The group averages for informational self-
disclosure across all suggestion questions were M = 1.7, SD = .67 for OC, and M = 1.65, SD = .57 for
HC.
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Table 1. Statistical results of RQ1: x means no effect. We did not find interaction effects for all measurements

RQ1

Group (HC v.s. OC)
Word count HC > OC (F = 6.60, p < .01)
Self-disclosure (Information) x
Self-disclosure (Thoughts) HC > OC (F = 29.6, p < .001)
Self-disclosure (Feelings) HC > OC (F = 12.12, p < .05)

Fig. 4. Samples of participants’ responses to the suggestions in Phase 2. The responses were coded to different
categories and levels of self-disclosure. Note: Level 1 of Feelings is defined as "No expressing of feelings." [4]

Second, in the case of Thoughts, our analysis revealed a main effect of group (F(1, 33) = 29.6, 𝑝 <
.001), with the participants in the HC group disclosing more thoughts. However, there was no effect
of experiment day, and no interaction effects. The group averages for self-disclosure of thoughts
across all suggestion sessions were M = 1.89, SD = .13 for OC and M = 2.32, SD = .12 for HC.

Lastly, there was a significant main effect of group membership on the self-disclosure of Feelings
(F(1, 33) = 12.12, 𝑝 < .05) - with the members of HC disclosing feelings significantly more than
OC members did - but no main effect of experiment day, and no interaction effects. The group
averages for self-disclosure of feelings across all Suggestion sessions were M = 1.91, SD = .11 for OC
and M = 2.22, SD = .13 for HC. Fig. 4 shows sample responses with three levels of self-disclosure
from participants. These results show that HC group was found to have given longer responses
containing deeper feelings and more thoughts than the OC group during the Suggestion session of
Phase 2.

5.2 Perceived Interaction with the Chatbots (RQ2-a)
To better understand why the participants in the HC group responded to the system’s suggestions
more diligently than the OC group did, we investigated inter-group differences in how the partici-
pants perceived their chatbot interactions. More specifically, we examined whether and how each
group members’ perceived engagement, intimacy, and trust with the chatbot changed during the
Training phase. Such levels were captured through their responses to surveys conducted before and
after the Training phase. The statistical results are summarized in Table 2. Subsequently, in inter-
views, the participants were asked detailed questions about their motivations for following (or not
following) the system’s suggestions; their perceptions of such suggestions; and their impressions
of whichever chatbot version they had been exposed to.

5.2.1 Perceived Engagement.
The engagement level revealed significant main effects of both group (F(1, 33) = 8.63, 𝑝 < .001)

and time (F(1, 33) = 4.76, 𝑝 < .05), but there was no significant interaction effect; with the HC group
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Table 2. Statistical results of RQ2: x means no effect. We did not find interaction effects for all measurements

Group (HC v.s. OC) Time (Pre- v.s. Post-survey)
RQ2-a Perceived Engagement HC > OC (F = 8.63, p < .01) Pre < Post (F = 4.76, p < .05)

Perceived Trust HC > OC (F = 8.28, p < .01) Pre < Post (F = 16.65, p < .001)
Perceived Intimacy x Pre < Post (F = 13.9, p < .001)

RQ2-b Self-reflection x Pre < Post (F = 11.31, p < .01)
Self-awareness x Pre < Post (F = 7.11, p <. 05)

reporting significantly higher engagement than OC, both groups’ engagement levels generally
increased after the Training phase ended. To better understand participants’ perceived engagement
and motivation to follow the suggestions, we asked participants questions in their interviews to
explore their experience, for example, "Did you engage in practicing the journaling skills with the
chatbot/coach? Why or why not? How did this change over time?"

In the interview, ten OC group members said that their engagement with the chatbot increased
over time because it sent them useful suggestions and prompted them to accomplish something
new every day. For example, one participant (P5, F) said: "Engagement increased over time because
I got used to the chatbot and some of its suggestions were useful. I felt more engaged and it gave
me motivation." Besides, most participants in the OC group felt comfortable about deciding for
themselves, on a case-by-case basis, whether to follow the chatbot’s suggestions or not follow them.
When they did follow them, they generally felt happy and surprised that they had been able to
learn something useful from a chatbot. As one put it, "Although I did not practice those suggestions a
hundred percent, I think I am still on track. When you learn something from doing this, you will feel
more motivated. So, my next step is to keep practicing them." (P10, F)
Although practicing new journaling skills seemed to enhance perceived engagement for many

participants, four members of the OC group reported that doing so caused them fatigue and
annoyance. For example, "I felt annoyed because some suggestions were time-consuming to carry out.
I did not expect that I would have to expend so much effort." (P17, M) Moreover, those participants
expressed discomfort at certain suggestions they received from the chatbot. As one of these
interviewees said, "Sometimes, I felt the chatbot was too bossy, especially when it started to give me
suggestions. It was okay when the suggestion seemed useful. But when the suggestion was not useful,
or the chatbot prompted me to disclose more, I got a bit annoyed. ’ It’s just a robot, why is it giving me
instructions?’ That kind of feeling." (P3, M) In addition, three participants in the OC group reported
that their engagement gradually decreased, due to loss of interest in the chatbot system, i.e., the
novelty effect [66]. One of them said, "I was more engaged in the beginning. This [chatting with a
chatbot every day] was a new thing for me. But as I got used to it, my engagement level dropped." (P14,
M)

In the HC group, according to their survey responses, the HC group felt more highly engaged
with the chatbot system than their OC group counterparts did. Most of the HC group participants
reported positive attitudes toward practicing the focal journaling skills, and provided two reasons
for this. First, much like the OC group, they felt that the content of the suggestions themselves
improved their perceived engagement, for example, "Although practicing journaling skills was time-
consuming, following the suggestions helped me understand myself better. So, though lengthy, the
process led me to good results." (P33, F)

Secondly, more than half (n = 11) of the participants in the HC group highlighted the importance
of human support, noting that the involvement of a coach increased their willingness to take
suggestions seriously. This was because they thought the coach personalized the suggestions for
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them and would monitor their practicing activities on the chat channel. As one explained: "The
suggestions were from a coach. I thought the coach might see my responses and give me further
suggestions. So, I was more careful about my responses for the suggestions." (P24, M)
Nevertheless, the ostensible involvement of a human coach seemed to negatively affect the

engagement of a minority of the HC participants. Three of them noted that it increased their
expectations: i.e., that they would receive highly personalized suggestions and feedback. Because
our study design did not actually offer such features, these users’ engagement with the chatbot was
deterred. As one of them put it, "The coach gave me suggestions, but they were general suggestions.
In fact, I wanted to have more personalized guidance. I felt the coach did not pay attention on my
responses." (P19, F) Moreover, because the coach only offered general suggestions, several mentioned
feeling disappointed that ‘she’ could not really give them personalized feedback or suggestions. For
instance, "I was kind of disappointed by the low level of her involvement to customize suggestions."
(P26, F)

In addition, the impression of human support caused stress to some of the HC users, who felt
the coach was judging their answers. As one of them explained, "I felt the coach would judge my
answers, so I tried to answer the questions as thoroughly as possible, and this made me feel stressed."
(P32, F) While this drove them to implement the suggestions, it also triggered negative feelings
when they could not follow the suggestions, for example,"I felt sorry when I could not follow the
suggestions, because I guess the coach put a lot of effort into designing this chatbot to help me." (P30, F)

5.2.2 Perceived Trust.
We analyzed the trust levels reported in the survey, and found a significant main effect of group

membership on trust in the chatbot, with the HC group’s trust being significantly higher than the
OC group’s (F(1, 33) = 8.28, 𝑝 < .001). There was also a significant, positive within-group main
effect of time on trust (F(1, 33) = 16.65, 𝑝 < .001), and there was no significant interaction effect.
This analysis showed that the HC group showed stronger trust in the chatbot with a coach than
the OC group’s perceived trust. To explore how the chatbot system and human support influenced
users’ perceived trust in each of those system personae, we asked some interview questions related
to trust, such as "Please describe your overall trust in the chatbot" and "Do you feel your trust in the
chatbot changed during the study? If yes, how and why?"

The resulting data from interviews indicated that participants in both groups developed some
degree of trust in the chatbot system, citing a few common factors that contributed to this dynamic.
First, in line with prior studies [34, 50], small-talk seemed to help the participants develop trust in
the chatbot while building relationships with it. For example: "I could not trust this chatbot at the
beginning of the study because it did not understand me [...] But this feeling of discomfort lessened over
time. I felt like we knew each other to some extent because we had some small talk for different things.
So I gradually felt I could trust the chatbot more." (P11, M) Second, four of the 35 participants reported
that their trust in the system was rooted in their trust in the research team. As one participant
explained, "I had high trust from the beginning of the study, and this did not change at any point. I
believed the research team, so I could trust in this chatbot system." (P33, F)
In the HC group, given that all the journaling suggestions they received allegedly emanated

from a human coach, the HC participants’ impressions of the chatbot per se did not change much
across Phase 1 and 2. Most of these participants mentioned that the chatbot’s role changed slightly,
i.e., from a conversational partner to the coach’s assistant, but none of them reported feeling
annoyance toward the chatbot. As one of them mentioned, "After the coach came in, the chatbot
became like an assistant to help the coach to deliver suggestions. I can trust the human coach which
also enhanced my trust in the chatbot system." (P28, M)
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Furthermore, the presence of a human coach notably increased perceived trust in the chatbot and
its suggestions. In the interview, 13 of the 18 HC group members indicated that the introduction
of the coach enhanced their trust in the chatbot. It also seemed to have a strong impact on the
participants’ perceptions of the usefulness of the suggestions they received. For example, one
interviewee said, "I felt suggestions given by a coach would be reliable. For some suggestions, I wasn’t
sure if they would be effective. If they hadn’t been from a coach, I would have been more suspicious
and not followed them." (P30, F) One of the HC participants explained that "If the chatbot itself gave
me some suggestions, I would feel like I was getting the suggestions from a website or a book. The
suggestions might still be reliable. But, when the suggestions were from the coach, it was different. I felt
a human coach was more careful about the suggestions and my answers." (P25, F) Thus, the presence
of a coach appears to have enhanced users’ confidence in the suggestions.

5.2.3 Perceived Intimacy.
The participants’ self-reported intimacy revealed no main effects of group and no interaction

effects; however, the main effect of time was significant (F(1, 33) = 13.9 and 𝑝 < .001). The analysis
revealed that this result was driven by both groups, i.e., that the members of both HC and OC
groups perceived significantly higher levels of intimacy with the chatbot at the end of the Training
phase.

For both groups, most of the participants confirmed that they perceived their levels of intimacy
with the chatbot as having increased over time, but many in the HC group stressed that such growth
in intimacy was not influenced by the introduction of the coach. This seems to be borne out by
the fact that both groups’ explanations of why their intimacy increased were broadly similar. For
example, "The chatbot was not like general mobile APPs. The chatbot seems to have life, so I became
closer to it. It reminded me and prompted me to finish practice every day; this design made me feel the
chatbot cared about me." (P10, F)
The main such explanation was that they interacted with the chatbot every day; the small-talk

sessions in particular were linked to enhanced intimacy, on the grounds that the chatbot disclosed
a considerable amount of its own ’personal’ information during small talk. This finding echoes
those of prior research by Lee et al. [35], that reciprocity of self-disclosure can increase intimacy
levels. According to one HC group member: "My intimacy level increased to some extent because we
talked about our own experiences. I felt like we got familiar with each other." (P18, F)

In the HC group, five of the participants indicated that they tried the suggestions out seriously
under the coach’s guidance due to the feeling of companionship with the chatbot and coach, which
brought them benefits leading to promote their further motivation to follow the instructions. As
one of the interviewees said, "I tried following all the suggestions, even those I thought some of them
were not useful. And I had positive feelings after following them. [...] I was able to work so hard because
I felt I was not alone. There was the chatbot and the coach. I felt I was supported by both of them."
(P27, F)

Nevertheless, two of the HC users specifically noted that they would have preferred to receive
some suggestions from the chatbot rather than from the coach, because the former understood
them better: "I respected the coach’s expertise and tried to follow her suggestions. But I wished the
chatbot itself would give me some suggestions because it had been listening to my stories from the
beginning. It knew about my past and my struggles, so it would have been able to work with me more
closely." (P31, M)

In summary, the survey results showed that the HC group perceived significantly more en-
gagement with their chatbot, and their trust in the chatbot significantly increased as well; on the
other hand, the OC group’s engagement with and trust in the chatbot did not show significant
changes. In addition, both groups’ sense of intimacy with the chatbot significantly increased after
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the Training phase. Our interview results suggest several factors that contributed to the positive
changes of participants’ perceived interaction: 1) For perceived engagement, participants who
perceived higher usefulness of the suggestions experienced more engagement with the chatbot,
whereas those who did not find the suggestions useful gradually lost interest in interacting with
the chatbot. Although ten HC participants noted that the involvement of a coach increased their
engagement in practicing the suggestions, four HC participants also shared that they felt pressure
given the presence of human support. 2) Regarding perceived trust, the presence of a human coach
seemed to contribute to the significant increase of the HC group’s trust because the participants felt
confident with the suggestions from a human coach. 3) Regarding intimacy, the interview results
suggested that the participants in both groups felt more intimate with the chatbot as both groups
had small-talk with the chatbot over days.

5.3 Perceived Benefits of Practicing Journaling through the Chatbots (RQ2-b)
As we have seen, the two groups of participants perceived the system differently; both later reported
that it had a meaningful impact on them. There was a main effect of time on self-reflection level
(F(1, 33) = 11.31, 𝑝 < .005), but no significant difference was found between the groups (OC: M =
4.31, SD = .30, HC: M = 4.43, SD = .34), and there was no interaction effect. This analysis showed
that both OC and HC group members’ self-reflection levels increased significantly after learning
journaling skills in the Training phase.

For self-awareness level, no significant difference was found between the groups (OC: M = 4.51,
SD = .23 and HC: M = 4.83, SD = .26), but there was also a main effect of within-subject factors
(F(1, 33) = 7.11, 𝑝 <. 05). Besides, there was no interaction effect. These findings indicate that both
groups of participants improved their self-awareness levels after the Training phase. Below, we
summarize the points about this topic most frequently mentioned by the participants.

Better Awareness of Own Mental Status – Although about half of the participants reported
that they had never given full attention to their mood or feelings before the study, most seemed to
develop an awareness of their inner emotions and their own strengths by participating in the study.
As one stated, "At the beginning of the study, my messages tended to be short, just saying that I was
tired or sleepy. But in the end, I noticed that I was talking more and saying ‘I’m happy.’ I also learned
many skills, like gratitude, and explored my strengths. These practices made me aware of many things
about myself." (P22, F)
Deeper Understanding of Themselves – The step-by-step guidance provided by the chatbot

system also seemed to encourage the participants to reflect on themselves and helped them under-
stand themselves better. As one reported, "The chatbot helped when it taught me many journaling
skills. By trying those skills out, I could understand myself better. By rethinking my past and going
through the exercises, I have gained a better understanding of how my current self was formed." (P15,
M) In other words, by following the chatbot’s guidance, some users were able to reflect on prior
events from different angles and develop new insights about themselves. This echoes a prior study
[29] that indicated that writing down their reflections might give users a sense of accountability,
where simply thinking about the answers might not.

Providing Different Perspectives – Another benefit of acquiring new journaling skills fre-
quently mentioned by the participants was that the chatbot system reminded them to think about
the positive aspects of their lives. For example, participant P2 expressed gratitude toward her
parents, supervisor and roommate in the Training phase reported in the interview, "This chatbot
reminded me that there are many things I can take care of, and that I feel appreciated. I don’t have to
focus on things that make me depressed and sad all the time." (P2, F)

Paths to Better Well-being – Finally, nine participants reported that chatting with the system
brought about some changes in their lives. Although we cannot verify that such changes had
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actually occurred, a sample of the relevant comments is provided below. "The chatbot made me
think about my true feelings and reorganized my thoughts. For example, the coach suggested me to
send a gratitude letter, so I sent one to my mother. I actually had complicated mixed feelings about
her. There were certain things I didn’t like about her. I was thankful, and yet I couldn’t get rid of my
negative feelings about her. But by following the guidance, I came to realize that I didn’t understand
my mother well." (P20, F)

In summary, our findings show that the chatbots could effectively deliver guidance for journaling
skills, and both groups’ perceived self-reflection and self-awareness levels increased after the
Training phase. The interview data also supports this observation, with most participants agreeing
that journaling both encouraged them to reflect on their prior experience and increase their
self-awareness.

5.4 Lasting Effect on Participants’ Journaling Practice (RQ3)
To gauge the differences in how our OC andHC chatbot versions affected the participants’ journaling
practices when following guidance was not required, we first calculated the ratio of participants
who practiced the skills per day during the Free-will phase (Fig. 2). We then compared the mean ratio
between the conditions using a t-test. Interestingly, the results showed that more OC participants
voluntarily practiced the suggestions than HC participants (OC: M = .80, SD = .08; HC: M = .57, SD
= .12; 𝑡 = 4.15, p < .001). To explore the possible reasons for this difference, we asked the participants
to explain their motivations for practicing and quitting the journaling skills during Phase 3.

5.4.1 Reasons of Keeping the Practices. Across both groups, participants reported similar reasons
for continuing to practice the skills during the Free-will phase. A majority of the sample (n = 20)
indicated that because they had benefited from practicing the journaling skills, they felt motivated
to keep doing so. As one explained, "When I followed a suggestion from the chatbot, I was excited to
know that even a robot could improve my life! It’s not the type of advice we can get in our daily lives,
so I keep practicing them." (P15, M)
Some of the participants emphasized that their relationships with the chatbot also encouraged

them to keep practicing the taught skills. As one noted, "I have been asked about my mood [...] every
day, so I gradually felt close to the chatbot. Also, I learned a lot from the chatbot, which gave me a
good impression of it. I wanted to keep on using those journaling skills." (P27, F)
Three of the participants indicated that it was helpful when the chatbot reminded them of the

journaling skills learned in the Training phase. As one of them put it, "I forgot about some skills
quickly. But by reviewing all the journaling skills, my memories were strengthened, and that gave me
confidence that I could successfully improve my mental well-being." (P13, M)
Also, eight participants appreciated the daily prompts and encouragement by the chatbot. One

of them said, "I think it’s not a bad thing to be prompted by the chatbot. It would be hard to have a
real human reminding me to practice these skills every day. So the chatbot gave me more motivation
to continue working on something." (P33, F) Moreover, many participants were also motivated to
follow the system’s suggestions by reminders the chatbot sent to them. One of them shared prior
experience with cultivating journaling skills; the interviewee said, "I once tried to do something
similar, but I could not keep doing it on my own. However, when the chatbot encouraged me and sent
me reminders, I felt motivated to follow its suggestions. This is quite different from practicing alone."
(P18, F)

5.4.2 Reasons for Quitting Practice. The participants who did not often practice in the Free-will
phase gave several reasons for this, which we summarize below. First, many of them felt tired of
journaling after the Training phase: as one of them stated, "I wanted to take a short break from what
I had been doing." (P19, M)
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Second, practicing journaling skills was deemed optional in Phase 3, and five participants reported
seeing this aspect of our system’s design as giving them an excuse to skip it. As one mentioned, "I
feel that if I am given too many alternatives I will just give myself excuses. Especially when I was a
little busy with other stuff, I might skip the practice." (P9, F)
Especially, the HC group participants gave group-specific reasons for not practicing in the

Free-will phase. Six of them reported that because there was no longer a coach monitoring them
after the Training phase, they did not feel it was necessary to keep practicing. One said, "I stopped
practicing the system’s suggestions after the coach stopped giving new ones, because no-one was
monitoring my responses and I just wanted to skip that." (P32, F)

Lastly, two members of the HC group noted that practicing the same journaling skills they had
learned in Phase 2 a second time would not have brought them new insights, and thus, they tended
not to practice in Phase 3. As one of them put it, "I think those journaling skills are still useful, but
less useful than when I practiced them the first time." (P34, M)

In summary, we found that OC group participants practiced the journaling skills more than
HC group participants in the Free-will phase (Phase 3). Based on the interview, the results imply
that this difference may be attributed to the absence of a human coach to monitor and interact with
the participants in the Free-will phase, and the decrease in perceived benefit from practicing the
journaling skills again.

6 DISCUSSION
The major contribution of this work is that it has shown the effects of integrating human support
into a chatbot system to deliver suggestions. First, our results show that the participants in the HC
group tended to value the suggestions during the Training phase and tried to follow the journaling
suggestions more closely than their OC group counterparts, resulting in longer journaling content
with deeper self-disclosure of their feelings and thoughts (RQ1).

Second, the HC participants reported significantly higher perceived engagement and trust than
the OC participants. Their perception of the available human expert (coach) appeared to boost the
participants’ perceived usefulness of the journaling suggestions, as well as their actual journaling
practices. However, some HC participants also felt like they were being monitored and/or felt
pressure to follow the coach’s instructions, and some HC participants’ expectations of receiving
highly customized suggestions from the human coach were not met, leading to negative impressions
(RQ2-a). Regardless of such difference between OC and HC groups, both groups’ participants
seemed to perceive the benefits of learning the journaling skills through the chatbots, e.g., their
self-reported levels of self-reflection and self-awareness increased after practicing the journaling
skills in the Training phase (RQ2-b). Their interview feedback explained that the step-by-step
guidance prompted them to better reflect on their feelings and thoughts.

Surprisingly, we found that the OC participants practiced the journaling skills significantly more
than the HC participants during the Free-will phase (RQ3). This is unexpected because the HC
participants exhibited higher engagement with longer and deeper self-disclosure during the Training
phase. Participants’ interview feedback suggested that HC participants lacked accountability for
continuing to practice journaling skills because there was no longer a coach "monitoring" in the
Free-will phase.

6.1 The Impact of Changing or Incorporating Chatbot Identities
As noted earlier, the participants did not receive any suggestions during Phase 1 (Warm-up) - they
received suggestions for practicing journaling skills after they completed Phase 1. This meant that
the chatbot, who had been a conversation partner or listener for both groups, switched its role to
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either a coaching role for the OC group, or a mediator between the user and the human coach for
the HC group.

For the OC group, when the chatbot changed its role from a conversational partner to a coaching
role, there were two types of responses. On one hand, some OC participants were happy to learn
something new from the chatbot, and most of them did not feel pressure from the chatbot and
enjoyed having the company. On the other hand, some participants reported that the chatbot had
become bossy and annoying as the chatbot started to give suggestions in the Suggestion session.
According to the participants, they did not believe the chatbot understood their struggles and real
human lives, so they did not feel comfortable with the chatbot’s suggestions. They felt that it would
be overcorrecting to adopt the chatbot’s suggestions. This is different from the participants in the
HC group, who received exactly the same suggestions, yet none reported such feelings toward the
human coach nor the chatbot.
On the contrary, none of the HC participants reported any complaints about the chatbot’s

mediating role. Most of them seemed to believe that their main interlocutor was now a human coach:
that the suggestions they were receiving were from that person, and that their responses would be
monitored by the coach. Comparing the experience of our two groups suggests that a drastic change
in chatbot role may cause participants confusion and discomfort. This observation echoes prior
research [38] which found that users felt uncomfortable interacting with a conversational agent
using the same personality to serve multiple, completely different, roles. Our results suggested that,
adding another persona, the human coach in this case, has the potential to mitigate discomfort. That
is, the participants valued the system’s suggestions differently due to the ostensible involvement
of a human coach; while participants in the OC group tended to judge the value of the system’s
suggestions on their own, most participants in the HC group tended to believe that the suggestions
from the human coach were all valuable, even when they felt some suggestions were not useful. In
other words, they trusted the authority of the coach, and were willing to follow the coach. This
seems to lend support to Mohr et al.’s [41] finding that legitimacy derived from users’ perceptions
of a coach positively affected their acceptance of that coach’s demands.

Meanwhile, our findings also showed side effects of integrating a human coach to deliver guidance.
First, although we simulated the coach who gave suggestions asynchronously, some participants in
the HC group reported perceiving high pressure, and/or that their interaction with the chatbot
was monitored by the human coach in detail. Several participants stated that they felt stressed
and apologetic when they did not have time to closely follow the coach’s suggestions, due to the
time and effort the coach must have spent in crafting them, based on their progress. Additionally,
some participants in our HC group expressed high expectations regarding the customization of
the system’s suggestions and expressed disappointment accordingly. This echoes Kocielnik et
al.’s [29] finding that individuals who held high initial expectations about a chatbot tended to be
disappointed. However, in our study, this effect was salient only for the HC group.

6.2 Compliance & Sustainability of Practicing Skills through a Three-phase Study
Our study findings reveal some challenges for deploying chatbots in real-life situations, such as
establishing relationships between the users and the chatbot [8, 35] and sustaining users’ interaction
with chatbot [66]. Regardless of the positive or negative effects of time, our findings suggest the
importance of conducting a longitudinal study when testing chatbot technologies. Below, we discuss
our three-phase study setup and the unique value of this design.
Our study started with a nine-day Warm-up phase. We set up this phase because prior work

suggested that building trust and intimacy toward the chatbot could motivate users to self-disclose
more deeply over time [32, 35]. While our interview findings echo previous work regarding the
important role of time in establishing social relationships between the participants and the chatbot
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[9, 35], our data also showed that some participants experienced a novelty effect [66]: i.e., that
they were highly engaged in chatbot conversation at the very beginning, but that this excitement
gradually decreased thereafter. Our study results show that the participants’ perceptions and
attitudes toward the chatbot changed as they interacted with it across the different temporal phases
of the experiment.

Through the three-phase study, we were able to find that the HC participants had higher levels
of dependency on the chatbot. However, this could have diminished their motivation to keep
journaling once it became an optional activity in the Free-will phase. According to the investment
model of long-term engagement [8], users may stop using an agent if they perceive higher cost and
lower benefit. Our findings are in line with the theory [8], insofar as the HC participants perceived
higher cost for practicing the journaling skills in the Training phase, which demotivated them to
continue practicing in the Free-will phase. On the other hand, the OC participants had both lower
self-disclosure and lower engagement in the Training phase than their HC-group counterparts. The
lack of pressure to follow system suggestions that the OC participants perceived could result in a
lower perceived cost of continuing the practices. Therefore, compared to the HC participants, their
willingness of continuing the practices was less negatively impacted in the Free-will phase.

6.3 Design Implications
Our study uncovered both benefits and drawbacks of integrating human support into human-
chatbot interaction. These shed light on future chatbot designs both for practicing journaling skills
to improve mental health and for skill training in broader contexts.
The major benefit of integrating expert’s advice into human-chatbot interaction is that the

expert’s involvement resulted in participants’ higher engagement. In our context, it was measured
by participants’ journaling efforts (length and depth of their journaling content) and their perceived
interaction from the perspectives of engagement, trust, and intimacy. Prior research has shown that
compliance with system requests is an important first step towards users’ achievement of further
positive behavioral change [43]. Shi et al. [57] found that when users identified a chatbot as a human,
they would think that the conversation was more engaging and have better outcomes. Our findings
extend our understanding by examining whether users can be persuaded to follow suggestions from
a coach even when the suggestions are not customized for individuals and provided asynchronously
through a coach’s agent; however, the integration of a human coach might lead the participants to
think that they were monitored and cause them to feel pressure.
Scholars already suggest that using a chatbot as a coach can guide users toward a healthy

lifestyle and activities, e.g., [18, 29, 37]. Additionally, coordinated with other technologies such
as physical sensing and machine learning, future virtual agents, e.g., Alexa and Google Assistant
[61], could automatically track users’ behaviors and introduce proper expert services. When
human experts, e.g., professional coaches, counselors and healthcare providers, are scarce or have
limited availability, our proposed HC design could be adopted to help a human expert deliver their
suggestions to the clients asynchronously, and the chatbot could play a role to help collect and
track the clients’ information to assist human experts in offering more persuasive guidance than
that given only through chatbots. Future designs could also consider defining the human expert
agent as a crowd-powered expert to flexibly attribute limited human expert resources among users.

Finally, we found that the chatbot versions in the OC and HC conditions had specific advantages
and disadvantages when it came to delivering guidance. Future practitioners and designers could
consider the factors, e.g., switching chatbot identities and sustainability of skill practices, when
using chatbots for different training purposes. For example, if the specific skill requires close
compliance in a short period of time, incorporating human experts may be more effective in the
training phase. Conversely, if the training requires users’ long-term engagement and a light touch
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with the experts, it may be preferable to have a companion chatbot lead the interaction. More
varied design options need to be further evaluated in the specific application contexts.

6.4 Ethical Considerations of Incorporating Human Support in a Chatbot System
Chatbot works need to address ethics and privacy issues carefully [24, 30, 34]. For example, because
chatbot use can result in users’ self-disclosure of sensitive topics [30, 34], whether to disclose it,
when, and precisely to whom remain difficult to answer. This is especially challenging to answer if
the goal is to improve mental health. If a chatbot introduces an expert (a coach or counselor) in the
middle of the study, it may raise privacy and transparency concerns because it may imply that past
conversations between the chatbot and users are transferred to other parties. Our participants did
not specifically express this concern in our study, which may be attributed to the social presence
and expertise of a coach and our research setting. Nevertheless, this concern may be heightened
when the chat topic is sensitive, and it is an important issue to explore in future research.

Most of our participants tended to trust the system’s suggestions. In the HC group, introducing
the human coach reinforced the participants’ perceived trust and raised their expectations on the
coach for giving personalized suggestions. Although our research did not aim to deceive the users,
our study findings revealed that integrating a human expert (coach) might lead to participants’
unrealistic expectations of a chatbot’s intelligence and efficacy. Hence, when deploying a chatbot
system for healthcare purposes, the transparency of the mechanism should be informed. In addition,
although the journaling suggestions our chatbot systems offered were evidence-based [39, 47, 55, 56]
and had no potential to cause harm, ’over-trust’ could lead to harm if a future system were not
working properly [67]. Our research is a good start to inform how future studies should be aware
of these risks when using conversational agents to deliver guidance.

7 LIMITATIONS AND FUTUREWORK
There are several limitations of this work. First, to keep the two groups comparable, we controlled
the chatbot responses when providing suggestions for the users. There was not an actual human
person monitoring the participants and personalizing suggestions for them in this study. Thus, our
study design did not perfectly match the participants’ expectation of customized expert support.
However, the result could also reveal how users might react when a system does not work as they
expect. Still, it will be beneficial to further examine the impact of offering personalized guidance in
further research. Future research could also evaluate how synchronous communication with real
human experts may impact user experience. In addition, we did not explore the different designs
of chatbot personas (i.e., name and icon) to represent the coach in this work. Future work could
be focused in this direction by examining the effect of controlling the presentation of a human
expert’s persona.

Second, we gave a relatively easy task to the participants to learn (journaling skills). We used the
depth of self-disclosure and word count to measure how the users followed the suggestions. Because
journaling needs users to disclose themselves, the depth of self-disclosure level could reflect how
users put effort into responding to those suggestions. Users’ daily experience and behavior might
be affected over time. In our study, we did not focus on behavioral change.
Finally, although we believe that the differences between the OC and HC groups were not

affected by compensation as our OC and HC participants were compensated at the same rate, the
engagement level of the participants taken as a whole was surely affected by compensation. Future
work should consider deploying the system without compensating the users for a longer-term span
in different contexts.
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8 CONCLUSION
In this paper, we explored chatbot designs with and without integrating human support for deliver-
ing guidance to users, along with a three-phase study we conducted to examine the impact of human
expert support on human-chatbot interaction. We focused on investigating the impact on users’
experience and efforts involved in following the guidance of journaling skills. Our findings show
that the chatbot integrated with human support (HC) enhances users’ self-disclosure, perceived
engagement and trust in the Training phase; however, it might also make people feel pressured.
Although the group without human support (OC) showed less engagement in the Training phase,
they remained interested longer in practicing journaling skills. Our research extends the under-
standing of human-chatbot interaction by providing insights on future chatbot designs with the
support of human experts to deliver guidance in broader contexts.
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