Assessing Users’ Mental Status from their Journaling Behavior through Chatbots
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ABSTRACT
Chatbots (conversational agents) are increasingly receiving attention in mental health domains because they elicit honest self-disclosure about personal experiences and emotions. Although such self-disclosure contents can be useful for gauging mental status, little research has addressed how to automatically assess mental status from self-disclosures to a chatbot. If a chatbot can automatically assess the mental status of users, it can help them improve their mental wellness or facilitate access to mental professionals. In this paper, we examine whether indicators that identify depression from written texts (e.g., social media posts) are also useful for assessing mental status from disclosures to a chatbot. We first ran a study with 30 participants who engaged in daily journaling with a chatbot that prompted them to record their moods and experiences for three weeks. We then divided the participants’ self-disclosure data into three groups based on their mental state changes before and after the study: improved vs. deteriorated vs. no change. Comparing the data among the three groups, participants whose mental states deteriorated during the study gradually used fewer positive emotion and concrete words but more negative emotion words when describing their daily experiences and feelings to the chatbot.

CCS CONCEPTS
• Human-centered computing → Human computer interaction (HCI);
• HCI design and evaluation methods → User studies.
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1 INTRODUCTION
The application of chatbots in mental health is experiencing considerable growth. Research has shown that people who are deeply distressed prefer confiding their anxieties to chatbots rather than to humans [14, 22] because they fear being rejected or judged [1]. Such anxieties of being stigmatized by others often cause them to avoid reaching out to professionals for proper help [16, 25]. A number of studies have used chatbots for therapy or counseling [4, 31, 32]. For example, a therapy chatbot called “Woebot” utilized a chatbot to explore its feasibility to reduce students’ mental health problems and showed that it relieved symptoms of anxiety and depression [12].

Previous research on chatbots in mental healthcare has primarily focused on supporting people who have already been diagnosed with such mood disorders as depression. However, early detection of growing mental health problems is also crucial before symptoms develop for two main reasons: (1) people tend to be insensitive to their own mental status when they are distressed [41], and (2) treatment typically takes longer when recovering from severe symptoms than from mild symptoms. Therefore, it would be useful if a
chatbot could detect changes in mental status based on daily conversation behavior.

Journaling, which can be conducted with a chatbot, is also common among those who are experiencing mental issues because it provides effective stress relief [2]. Furthermore, people engage in more truthful self-disclosure to chatbots than in face-to-face interviews [23] or through web surveys [19]. Hence, chatbots might encourage self-disclosure through journaling and detect potential health issues.

In this paper, we analyzed the dialogue content that people daily recorded through a chatbot. Yi-Chieh Lee et al. 30 participants entered daily occurrences and their moods into chatbots for three weeks. In the analysis, we divided the participants’ data into three groups based on the changes in their mental status before and after this study and analyzed the differences among the three groups. We hypothesized that we could assess the mental statuses of users from their journaling behavior by indicators that detect depression from such written texts as social media and blog posts. The following are the main contributions of our paper:

- Our findings suggest that we can detect a person whose mental status has deteriorated from self-disclosure data through chatbots.
- We found that people whose mental states have deteriorated during the study gradually used fewer positive emotion and concrete words. They also began to use more negative emotion words when describing their daily experiences and feelings to the chatbot.

2 RELATED WORK AND HYPOTHESES

2.1 Journaling through chatbots

In the practice of journaling, people write about their experiences, feelings, and thoughts [43]. This relatively common practice effectively reduces stress and anxiety [43]. When people get distressed, they tend to write more deeply about their stress that they usually avoid disclosing to others [42].

Given the proliferation of smartphones, researchers have developed chatbots to facilitate user journaling. Studies [10, 12] have described the positive effects of deploying chatbots, including eliciting honest self-disclosure about personal experiences and emotions [23, 35], improving self-awareness, and raising self-reflection. Previous works also concluded that such disclosure is promoted by chatbots. For example, Gale et al. found that when people are interviewed by a virtual agent, they tended to disclose more about their depressed thoughts than when interviewed face-to-face by a human [23]. Bhakta et al. showed that especially on sensitive topics such as drugs and gender, people more disclose to an embodied virtual agent than to a human [5].

If a chatbot can further assess users’ mental status from their text input, it may lead them to access mental professionals when help is needed. Indeed, Delahunty et al. [9] suggested that such a feature may facilitate real-time instant crisis support for those suffering from depression by identifying mental health issues from daily written texts through chatbots. However, there is a lack of research addressing if and how such contents can be used for automatically assessing mental status.

2.2 Predicting mental states from written text

Previous works developed methods to estimate the severity of depression by analyzing user’s writing. In sociolinguistics, Oxman argued that linguistic analysis can detect groups who are suffering from depression and paranoia [33].

Some works have explored the automated classification of psychological disorders based on such observed differences in communicative behavior [8]. For example, Choudhury et al. found that in a social-media-posting context (e.g., Twitter and Facebook), as a person’s depression deepens, the amount of posts and the use of third-person pronouns decreased and the use of negative emotion words and first-person pronouns increased [7]. Resnik et al. [36] analyzed essays and showed that people with mental health problems used fewer positive emotion words and more negative emotion words than people without mental health issues. Gao et al. showed that in social media posts the more depressed a user is, the less concrete their tweets are. For example, the tweet “I played sports” is less concrete than “I played tennis” [13]. Several studies demonstrated that depressed people tend to use more first-person pronouns in their essays than those who are not depressed [28, 38, 39].

2.3 Hypotheses

In this work, we examined the relationship between the tendency found in textual data that people input to chatbots and their mental status. We propose the following hypotheses using indicators that detect depression from written texts in previous researches.

Previous works described how people’s text input to social media posts considerably decreases when they get depressed [7]. However, this may be due to the presence of others on social media sites. In other words, people may feel reluctant to write negative things when they know that other people are reading their posts. According to [24], this is true even when posts are anonymous because people worry about getting judgmental comments from others. On the other hand, people can disclose negative thoughts (e.g., anxieties) to a chatbot without worrying about peer pressure or retribution. People might disclose more to a chatbot when they are experiencing mental health issues. Based on the above consideration, we posed the following question:
**RQ1: How does the amount of words change over time in chatbot conversations when people are experiencing stress or mental health issues?**

Regarding the type of words used, Choudhury et al. [7] found that when people are depressed, they include more first-person pronouns in their social media posts and fewer third-person pronouns. However, in journaling with a chatbot, people naturally talk about themselves because chatbots prompt them to focus on their moods, feelings, and the experiences associated with them. As a result, first-person pronouns are much more likely to appear in conversations with a chatbot than in social media posts. Since the tendency to use pronouns may differ from those found in social media, we also asked the following question:

**RQ2: How does the use of first-person pronouns and third-person pronouns change over time in conversations with a chatbot when people are experiencing mental health issues?**

In addition to the use of first- and third-person pronouns, previous works reported that the use of negative emotion words in social media posts increased as the degree of depression increased [7]. Similarly, Resnik et al. [36] found that depressed people used fewer positive emotion words in their writing (essays) than the non-depressed. We hypothesize that a similar tendency will be found when people talk with a chatbot:

**H1: As people experience more mental health problems, their use of negative emotion words increases and their use of positive words decreases over time in chatbot conversations.**

Finally, another previous work argued that the more depressed users are, the fewer concrete words they use in their tweets [13]. Matsumoto et al. showed that since describing negative moods or feelings may fuel negative feelings, people might avoid talking about their negative feelings [27]. This phenomenon could occur in the same way even when prompted by a chatbot. Therefore, we hypothesize that:

**H2: As people begin to experience mental health issues, their use of concrete words will gradually decrease in chatbot conversations.**

By testing our two hypotheses, we uncover whether we can detect individuals whose mental status gradually deteriorated by analyzing chatbot conversations.

### 3 METHOD

**Chatbot Design**

We designed our chatbot using Manychat and Google Dialogflow. We used the former to design the basic flow of the journaling tasks and to monitor whether the participants had completed them. We designed the basic conversation journaling flow with fixed questions and responses. The chatbot generally asked three to eight (M = 5.11) questions during each journaling task. The chatbot primarily behaved like a listener, giving only such simple responses as "I got it," "Okay," or encouraging the user to expand, such as "Do you want to tell me more?" Therefore, the chatbot did not need to completely understand the user’s responses to fuel the conversation.

We incorporated Dialogflow into our chatbot so that participants will feel as if they are naturally talking with the chatbot. Accordingly, it utilized natural language processing (NLP) to decide a suitable response. For instance, if a participant input "I felt good today," the chatbot would ask through Dialogflow a follow-up question: "Why did you feel good?" Furthermore, Dialogflow helped deal with some unexpected questions. In such an experiment, participants often posed questions outside the range of the predefined conversational task. In such cases, such entries are sent to Dialogflow, processed, and answered. For instance, a participant might ask about the chatbot's identity ("Where did you go to university?") or talk to it as if it were a human ("Did you finish your breakfast?"). If the system can naturally deal with such simple conversations, participants might have more positive feelings about their chatbot experience. However, if the user asked a question that Manychat or Dialogflow couldn’t handle, the chatbot urged participants to rephrase it. The system moved on to a new topic if it got stuck three times in the same chat.

Finally, we designed the chatbot’s icon to resemble a handshake instead of a specific gender to maintain a neutral impression of it. We told the participants that their journaling contents will be kept confidential but will be shared and analyzed by the research team. Participants were allowed to access the chatbot any time from 5 p.m. to 12 a.m. We selected 5 p.m. as the start time to ensure that they could easily remember their emotions or experiences on that day for their journaling. Participants could only input one journal entry each day.

**Participants**

We posted information on social media, websites, and a university’s electronic bulletin board to recruit university students. The following are the other participation criteria: (1) 18 years old or above, (2) Kessler Psychological Distress Scale (K6) scores lower than 13 [34], denoting that they did not currently have any serious mental issue. We also informed the participants that the study lasted for three weeks, but they were allowed to drop out at any time.

We recruited 30 participants, 13 males and 17 females. All ranged in age from 20 to 27 (M=23.00). We incorporated our chatbot into Facebook Messenger because they were accustomed to using it. At the end of their three-week journaling with the chatbot, the participants took the K6 test again. The
average scores of their K6 tests before and after the study were 5.77 (SD = 3.38, max = 12, min = 0) and 5.58 (SD = 3.71, max = 20, min = 0).

**Procedure and Measurements**

First, we explained the requirements of the study and installed our chatbot in each user’s mobile phone or other devices. We then asked them about their daily activities and their emotions by the chatbot for three weeks every day. After the three-week journaling concluded, we held face-to-face interviews with all of them about their experiences with the chatbot. Each interview lasted for approximately 30 minutes. We recorded all the interviews and transcribed them with the participants’ permission. This research was reviewed and approved by our institutional review board (ethics review ID: H31-013).

As discussed earlier, to measure the participants’ mental states, they took K6, ([18]). K6 measures mental states by a six-item index and has been used in prior studies measuring several dimensions of psychological distress [17, 34]. On a five-point scale from zero to four, K6 asks a few questions such as whether a participant feels nervous, hopeless, or worthless. A higher score indicates greater psychological distress. Our participants took the K6 test twice, before and after the three-week study.

Although our initial goal was to develop a method that can identify severely distressed participants by the end of the study, the K6 scores of only two participants exceeded 13, which is the cut-off for identifying serious mental illness. Since developing a measure with only two samples is impossible, we focused on the change in the participants’ mental status. In other words, we examined whether and how their use of language reflected changes in their mental states. To this end, we divided the participants into three groups based on the changes (improved, deteriorated, or no change) in their mental status before and after this experiment. We grouped those who experienced more mental health issues as participants (n=9) whose K6 scores increased after the experiment and labeled them as Deteriorated group. We defined those whose K6 scores decreased as mentally improved (n =14) and labeled them as Improved group, and those whose K6 scores were unchanged (n = 7) as mentally stable and labeled them as Unchanged group. Note that K6 takes an integer value, ranging from 0 to 24. There was no margin when dividing the participants into the three groups - participants whose K6 score increased or decreased even by one degree was assigned to the Improved or Deteriorated group.

**Conversation Logs**

We recorded all of the participants’ conversations with the chatbot and compared their content among the three groups that were divided by the changes in their mental status before and after this study. Participants generally entered about five messages per day while interacting with the chatbot. With Linguistic Inquiry and Word Count (LIWC) text analysis software [40], which is commonly used in psychological fields, we calculated the following: word counts, positive emotion words, and negative emotion words, first-person pronouns, and third-person pronouns.

**Use of positive/negative emotion words:** By exploiting the content categories provided by LIWC, we calculated the usage ratio of positive emotion words, e.g., “love,” “nice,” “sweet,” and negative emotion words, e.g., “hurt,” “ugly,” and “nasty,” per word counts. These emotional words are registered with LIWC. For example, “I love that nice flower,” which calculates the rate of positive emotion words (love, nice), is 40% (2/5) and the rate of negative emotion words is 0%.

**Use of first- and third-person pronouns:** We calculated the first- and third-person-person pronouns as the ratio of those numbers to the word counts. For instance, in “I had lunch with her old friend,” the first-person pronoun (l) ratio is 14% (1/7), and the third-person-pronoun ratio (her) is 14% (1/7). To determine how much the participants talked about themselves instead of others, we calculated the ratio of first-person pronouns to third-person pronouns (the use of first-person pronouns per third-person pronouns). If this value exceeds 1, first-person pronouns are used more than third-person pronouns.

**Use of concrete words:** We also calculated the concreteness for each journal entry. We used the lexicon provided by Brysbaert et al. [6] that consists of 37,058 English words rated from 1 (very abstract) to 5 (very concrete). For example, “tennis” (4.43) is more concrete than “sports” (3.79). The journaling-concreteness rating is calculated by averaging the concreteness rating of each word in their conversational logs.

To analyze how the participants’ use of language changed depending on fluctuations on their mental states, we extracted their conversational logs and conducted a mixed-model ANOVA. A Tukey HSD was then used for post-hoc analysis with two independent variables: experimental day (21 experiment days) and group (3 groups). The dependent variables were their word counts, positive emotion words, negative emotion words, concrete words, first-person pronouns, third-person pronouns and the ratio of first-person pronouns to third-person pronouns (the use of first-person pronouns per third-person pronouns).
4 RESULTS

First, we explored RQ1, which asked about the relationship between the changes in the mental status of the participants as well as the number of words they used when journaling, we conducted a 3 by 2 mixed-model ANOVA on the word counts. We found a significant main effect of the experimental day on word count (F=6.34, p<.0001, $\eta^2 = 0.18$, M=70.48->61.93), which means that the average word counts significantly decreased over time. There were no statistically significant main effects of group, and the interaction effects of the experimental day and group were also non-significant.

Second, we investigated whether the use of first- and third-person pronouns increased or decreased over time in conversations with a chatbot when people began to experience mental health problems (RQ2). Our ANOVA tests revealed a significant main effect on the experimental day (use of first-person pronouns: F=3.20, p<.0001, $\eta^2 = 0.10$, M=12.66->14.40, use of third-person pronouns: F=9.10, p<.0001, $\eta^2 = 0.27$, M=7.34->8.57), suggesting that their use of first- and third-person pronouns significantly increased over time. However, the main effect of group was not significant. There was also no significant interaction effect of experimental day and group. Furthermore, through the same test, we found a significant main effect of experimental day (F=4.28, p<.0001, $\eta^2 = 0.15$, M=2.66->2.50) for the ratio of the use of first-person pronouns to the use of third-person pronouns. This indicates that the increase in the use of third-person pronouns was much larger than that of first-person pronouns. However, the main effects of the group and the interaction effects of the experimental day and group were both non-significant.

Third, we hypothesized in H1 that as people began to suffer health issues, they would start to use more negative emotion words and their use of positive words would decrease over time in the chatbot conversations. We conducted a mixed model ANOVA. Its results showed a significant main effect of the experimental day (F=3.46, p<.0001, $\eta^2 = 0.20$, M=6.36->6.16) and group (F=8.21, p<.0003, $\eta^2 = 0.02$) on the use of positive emotion words. This means that the use of positive emotion words significantly decreased over time (Figure 1). Regarding the significant effect among the three groups, post-hoc analyses showed that Deteriorated group’s use of positive emotion words was significantly lower than Improved group’s (p<.002), as was Unchanged group’s (p<.0001), (Deteriorated group: M=5.26, SD = 4.25, Unchanged group: M=5.92, SD = 3.93, and Improved group: M=7.50, SD = 3.88), supporting H1. Similarly, we identified a significant main effect of experimental day (F=8.07, p<.0001, $\eta^2 = 0.10$, M=2.07->2.24) and the groups (F=8.21, p<.0003, $\eta^2 = 0.03$) on the use of negative emotion words, which suggests that their use significantly increased over time (Figure 2). According to post-hoc analyses, Deteriorated group’s use of negative emotion words was significantly higher than Unchanged group’s (p<.0003) (Deteriorated group: M=2.80, SD = 2.63, Unchanged group: M=2.59, SD = 3.00, and Improved group: M= 1.79 SD = 2.16), again supporting H1. However, the interaction effects of the experimental day and group on the use of positive and negative words were non-significant.

Finally, in H2, we hypothesized that as people experienced more mental health issues, the use of concrete words would decrease over time in the chatbot conversations. Through the mixed model ANOVA, we found a significant main effect of experimental day (F=3.67, p<.0001, $\eta^2 = 0.11$, M=2.62->2.57) and groups (F=4.02, p<.05, $\eta^2 = 0.01$) on the use of concrete words, which means that their use significantly decreased over time (Figure 3). Post-hoc analyses showed that Deteriorated group’s use of concrete words was significantly lower...
than Unchanged group’s (p<.002) and Deteriorated group’s was higher than Improved group’s (p<.002). (Deteriorated group: M=2.60, SD = 0.17, Unchanged group: M=2.63, SD = 0.18, and Improved group: M=2.58, SD = 0.16). The interaction effects of the experimental day and group were non-significant. These results are somewhat confusing because the participants’ use of concrete words failed to show a consistent trend with their mental status. Overall, although our result supports H2, the use of concrete words decreased not only for the participants whose mental condition deteriorated but also for those whose condition improved.

5 DISCUSSION
The purpose of this study was to investigate how the changes of mental states affect human self-disclosure contents to a chatbot. By using indicators that in previous researches detected depression from written texts, we examined whether similar tendencies are found in chatbot conversations.

Our results showed that participants whose mental status deteriorated gradually used fewer positive emotion and concrete words but used more negative emotion words when describing their daily experiences and feelings to a chatbot. This result is consistent with previous studies. As people begin to experience mental health concerns, their use of negative emotion words increases, and their use of positive words decreases over time [7], which means that H1 and H2 are correct. On the other hand, the number of words decreased and the use of first- and third-person pronouns increased, regardless of the change in mental states before and after the experiment. In this section, we discuss our results in the light of chatbot characteristics and journaling properties.

Why did the number of text entries decrease?
Although several studies have identified the benefits of journaling, they have also reported the difficulties of continuing to journal because finding interesting topics to write about is often difficult [42]. Unlike social media, where people can freely choose when to write, in chatbots, people may feel external pressure even if they don’t want to write or have nothing to say. Indeed, some participants noted in their post-study interviews that they had many things to write about in the first week, including describing themselves so that the chatbot can understand their feelings better. They complained that it gradually became more difficult to find something to share because their daily lives are highly repetitive.

In social media, people are typically aware of their audience and thus pay attention to what they write [3]. To build common ground with their somewhat broad audience, they would need to explain contextual information so that their audience can understand the contents [26]. In contrast, with a chatbot, after introducing themselves and briefly explaining their situation/background, they tend to drop redundant information in subsequent exchanges, assuming that the chatbot remembers what they previously said. As the Computers Are Social Actors (CASA) paradigm [30] indicates, people tend to apply social norms of human-to-human interaction when interacting with computer agents. Thus, people might avoid giving redundant information to a chatbot. As such, we believe that the intrinsic characteristics of chatbot discouraged our participants to write.

Why did the third-person pronouns increase?
Prior research showed that as people become more depressed, their use of first-person pronouns in social media posts tends to increase and their use of third-person pronouns tends to decrease [7]. According to [29], when people are depressed, they become too busy focusing on their own feelings and have little space for others.

In this study, the usage rate of first- and third-person pronouns while journaling with a chatbot increased over time regardless of changes in mental status. This could be explained by the significant drop in word counts. The additional result on the significant increase in the use of third-person pronouns compared to the first-person pronouns is explained by the continuous use of chatbots. In our study, the chatbot asked the participants to report their moods/feelings and what caused them. When participants started using the chatbot, they seemed to talk more about themselves, such as their daily routines and hobbies, as if they are introducing themselves to a stranger. As they got familiar with the chatbot, they seemed to talk more about the key persons (e.g., romantic partners, professors) around them who strongly affected their mood and feelings. They explained conversations they had with such individuals and how they mattered to them. This is consistent with previous findings where one’s moods are often strongly influenced by one’s relationships with others [15, 20, 37].

Why did the use of concrete words decrease?
In terms of the use of concrete words, those whose mental health improved used the fewest concrete words, followed by those whose mental health deteriorated and those who had no change in mental status: Unchanged group > Deteriorated group > Improved group. We speculate that Deteriorated group and Improved group had different reasons for reducing the use of concrete words. Perhaps Deteriorated group decreased them because they tended to avoid talking about the details of their feelings when they are depressed [13]. On the other hand, Improved group also gradually decreased their use of concrete words. Journaling is popular among those who are mentally distressed or unstable [42]. It might be boring for people who are experiencing good mental health. In fact, some participants in Improved group commented in the post-experimental interviews that they...
We investigated the relationship between the tendencies in describing their daily experiences and feelings to a chatbot. Our findings further suggest that the indicators for detecting depression from conversations with a chatbot may be different from that of social media posts because people write differently depending on the audience and the media they use.

6 CONCLUSION

We investigated the relationship between the tendencies in textual data that people input to a chatbot and mental status. Our three-week study examined whether we can assess mental status from daily conversation data with chatbots. By using indicators that detect depression from written data, we reached the following conclusions: those whose mental status gradually deteriorated used fewer positive emotion and concrete words but used more negative emotion words when describing their daily experiences and feelings to a chatbot. Our findings further suggest that the indicators for detecting depression from conversations with a chatbot may be different from that of social media posts because people write differently depending on the audience and the media they use.
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