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Designing a Chatbot as a Mediator for Promoting Deep
Self-Disclosure to a Real Mental Health Professional
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Chatbots are becoming increasingly popular. One promising application for chatbots is to elicit people’ self-
disclosure of their personal experiences, thoughts and feelings. As receiving one’s deep self-disclosure is critical
for mental health professionals to understand people’s mental status, chatbots show great potential in the
mental health domain. However, there is a lack of research addressing if and how people self-disclose sensitive
topics to a real mental health professional (MHP) through a chatbot. In this work, we designed, implemented
and evaluated a chatbot that offered three chatting styles; we also conducted a study with 47 participants
who were randomly assigned into three groups where each group experienced the chatbot’s self-disclosure at
varying levels respectively. After using the chatbot for a few weeks, participants were introduced to a MHP
and were asked if they would like to share their self-disclosed content with the MHP. If they chose to share,
the participants had the options of changing (adding, deleting, and editing) the content they self-disclosed to
the chatbot. Comparing participants’ self-disclosure data the week before and the week after sharing with the
MHP, our results showed that, within each group, the depth of participants’ self-disclosure to the chatbot
remained after sharing with the MHP; participants exhibited deeper self-disclosure to the MHP through a
more self-disclosing chatbot; further, through conversation log analysis, we found that some participants
made different edits on their self-disclosed content before sharing it with the MHP. Participants’ interview
and survey feedback suggested an interaction between participants’ trust in the chatbot and their trust in the
MHP, which further explained participants’ self-disclosure behavior.
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1 INTRODUCTION
The importance of self-disclosure–revealing personal or sensitive information to others [1, 38]–for
mental well-being has been proved in substantial literature [45, 61]. For example, through self-
disclosure, people can release their stress [7, 18], analyze themselves [44], gain social support [48]
and receive professional services [15]. But it is always challenging for mental health professionals
(MHPs) to receive people’s self-disclosures, e.g., it is found that college students tend not to self-
disclose to professionals or to seek mental health care, despite being offered free services [37].
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This is not surprising as people naturally avoid revealing their vulnerabilities to others [66] and
they would be afraid of being judged when disclosing their negative feelings or prior failures to
others [35, 74].
With the advancement of artificial intelligence, chatbots (conversational agents) demonstrate

the potential for improving people’s mental well-being by eliciting their self-disclosure [53, 64, 80].
Indeed, research has shown that people tend to disclose symptoms of depression more truthfully
when talking to a chatbot than when talking to a human interviewer. For example, Lucas et al.
found that the anonymous feature of chatbots encouraged self-disclosure [53]; Ravichander et
al. found that reciprocity occurred in human-chatbot interactions, i.e., a chatbot’s self-disclosure
encouraged people’s self-disclosure [64]. A recent work further showed that people revealed deeper
thoughts and more feelings on sensitive topics (e.g., social and sexual relationships, experiences
of failure, causes of stress and anxiety) with a high self-disclosing chatbot over time than with
chatbots that either did not self-disclose or disclosed less with people [51].

However, most of the chatbot works focus on human-AI interactions. Little is known about how
people self-disclose to mental health professionals (MHP) through chatbots. In order to explore the
potential of using chatbots for mental health, it is also important to understand whether people
have different self-disclosure behavior with a chatbot alone than with a MHP through a chatbot.
In fact, extensive research has studied self-disclosure through online and social platforms, e.g.,
[53, 76]. For example, in online communities such as Reddit, people disclose their stress, depression,
and anxiety anonymously [7, 18]; on Instagram, people express their negative emotions to seek
social support from their friends [4]. But they are often discussed in the context of one to many of
one’s peers in a reciprocal manner, e.g., [2, 81]. In this case, self-disclosing to a MHP through a
chatbot involves different social dynamics; instead of one to many of their peers, the interactions
between human and domain experts through such an AI technology is still under-studied. This is
an important problem because understandings of how and to what extent people self-disclose to
domain experts through AIs are critical for designing Human-in-the-loop Artificial Intelligence
(HIT-AI) systems [82], e.g., that people’s self-disclosed content is interpreted appropriately by the
domain experts.
To this end, we designed, implemented and evaluated a chatbot that served as a mediator

to facilitate people’s self-disclosure to a real mental health professional (MHP). In addition to
understanding how people disclose to MHPs through chatbots, we compared different designs
of conversational styles, varying in the level of self-disclosure, i.e., chatbots with high-level/low-
level/no self-disclosure, to explore the effective design in soliciting deep self-disclosure after
introducing an MHP. More specifically, we invited 47 participants and randomly assigned them
to three groups, each group using one chatting style. We measured the depth of participants’ self-
disclosure behavior before and after the request of disclosing to an MHP. We also conducted two
rounds of surveys and an exit interview to understand participants’ rationale of their self-disclosing
behavior. Participants’ feedback helped us understand their trust in the chatbot and in the MHP,
which further provided us with an empirical understanding of both the positive and negative
impacts on participants’ self-disclosing to the MHP through different chatbot designs.
Our work makes the following contributions to the CSCW and HCI communities. First, our

work provides empirical evidence that people sustain their self-disclosure to a real mental health
professional (MHP) given one chatbot design. Second, by conducting an experimental study with
47 participants using three different chatbots, we contribute new understandings of how a self-
disclosing chatbot (reciprocity) promotes people’s deep self-disclosure to an MHP through daily
journaling on non-sensitive and sensitive topics. Third, our findings shed light on future AI research
by bringing the unique insight that trust may be transferable from human-AI to human-human
through AIs.
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2 RELATEDWORK
In this section, we first present literature on how chatbots are a promising technological solution
for promoting people’s self-disclosure; then, we discuss related work about how people self-disclose
with peers through ICTs, e.g., social media platforms. Finally, we provide background work on the
remaining challenges of self-disclosure with medical health professionals (MHPs), often without
ICTs. With the literature review, we propose our research questions.

2.1 Promoting Self-Disclosure to a Chatbot
Chatbots have been broadly used in different areas [11, 20, 26, 78]. They can not only help people
complete various tasks [70] but can also improve mental well-being (e.g., self-compassion [49]).
For example, chatbots are utilized in the workplace to assist team collaboration [70], to improve
workers’ quality of life and work productivity [78], and to reduce caregivers’ workloads [25]. Park
et al. [60] adopted Motivational Interview in the chatbot conversation to help users cope with stress
and found that their design can facilitate a conversation for stress management and self-reflection.
Lee et al.[49] designed a dialog to make the users take care of a chatbot’s negative experience.
After a two-week interaction with the chatbot, the user’s self-compassion significantly increased.
These studies have demonstrated the potential benefits of using a chatbot in different purposes,
and our research aims at understanding how to use a chatbot to mediate sensitive information.
The Computers Are Social Actors (CASA) paradigm indicated that people may apply social norms
of human relationships when interacting with computer agents [58]. Thus, research has been
focusing on advancing technological contributions for making computer agents to naturally chat
and understand people; thus, some studies examined different strategies [6, 36] to enhance users’
experience when talking with a chatbot. For example, Hu et al. found that the tone-aware chatbot
could be perceived as being more empathetic than a human agent [36].

People’s self-disclosure to chatbots can be used to detect symptoms, identify possible causes, and
recommend actions to improve their symptoms by promoting people’s self-disclosing, as well as to
encourage interviewees to disclose themselves more openly in an interview session [53]. Scholars
compared web surveys against chatbots and found that respondents tended to provide more high-
quality data when using the latter [41]. Fitzpatrick et al. utilized a therapy chatbot "Woebot" in
their study to explore its feasibility to help reveal people’s mental illness; their results showed
that the chatbot helped relieve symptoms of anxiety and depression [26]. Additionally, chatbots
can be deployed to various platforms using both speech and text; chatbots provide cost-effective
[11] solutions for self-disclosure [53, 64, 80] or deliver education materials for self assessment (e.g.,
alcohol risks [21]). However, most of the works focus on human-chatbot interactions, and little
work studied:

RQ1: Do people self-disclose to a medical professional through a chatbot differently from self-
disclosing with a chatbot alone?

2.2 Self-Disclosure with Peers through ICTs
Self-disclosure behavior on social network sites has gained the attention of HCI scholars. For
example, people freely disclose stress, depression, and anxiety through online social media platforms
[3, 18, 53, 84]. It was found that such anonymous self-disclosure with their peers could help users
maintain their mental well-being, as they may receive social support from their peers [4]. Similarly,
Yang et al. [81] investigated the self-disclosure behaviors of online health support communities,
and the study found the members’ self-disclosure in private and public channels affected how they
reciprocated with other and reached out for social support. Although self-disclosure on social media
could help each other seek social support, people naturally avoid revealing their vulnerabilities to
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others [66], as it might also cause social risks [2, 23]. Thus, Andalibi et al. [2] explored how people
used throwaway accounts on Reddit to disclose their stigmatized issues (e.g., sexual abuse) and
found that people using anonymous means engaged more in seeking support.

Through interacting with the chatbot, people can search useful resources, i.e., self-help informa-
tion, before reaching out for face-to-face counselling [11, 20]. Therefore, chatbots have become
popular in response to the demand of mental health care in modern society [69]. A recent work
shows that chatbots can play a role to inquiry users answering questions and convincing them to
share diet information with their family members so as to support each other [54]. Also, coaching
apps have been developed, not only for boosting users’ awareness of their own mental well-being,
but also for helping mental-health professionals gain more knowledge about their clients [40]. In
this study, we investigate using a chatbot to facilitate self-disclosure to a MHP:

RQ2: What is an effective chatbot design as a mediator for eliciting self-disclosure to a medical
professional?

2.3 Self-Disclosure with Medical Professionals without ICTs
In the sphere of mental health care, journaling is a common practice of self-tracking that has been
proven effective in terms of boosting mood and reducing anxiety [24, 73]. Prior studies [20, 26]
have shown the positive effect of deploying a chatbot to facilitate journaling and for helping people
to realize their mental issues and relieve their symptoms.

However, how people interacted with the chatbot differently when they self-disclosed sensitive
topics to mental health professionals has not been investigated. According to social penetration
theory [1], self-disclosure is critical for the development of a successful interpersonal relationship
that involves give-and-take between its parties. Self-disclosure is evaluated from two dimensions,
breadth and depth [8, 59]. The breadth of self-disclosure can be demonstrated with a wide range of
topics disclosed; on the other hand, the depth is more involved with personal experiences, intimate
relationships, and possible negative feelings as a result of life difficulties. Prior works on chatbots
often highlighted the volume of self-disclosure in terms of its breadth (e.g., [26, 53, 64]); less was
discussed on its depth. In order to assess mental well-being, a high depth of disclosure (deep
self-disclosure) is needed [68]. To elicit self-disclosure at a deeper level, a higher level of trust is
often associated in the relationship [77].

Ourwork fills the void by focusing on evaluating self-disclosure depth by running an experimental
study and by comparing participant’s daily journaling and answers to sensitive questions before
and after sharing with a real mental health professional via the chatbot. According to the norm
of reciprocity, when someone discloses something deeply personal, his or her interlocutor feels
pressure to share a similar level of information [79], therefore, therapists often disclosed themselves
to encourage partients’ self-disclosure [28, 42]. In a recent work, reciprocity was found to happen
in human-chatbot interaction as well, e.g., a self-disclosing chatbot received more self-disclosure
from users [64]. Lee et al. [47] indicated that small-talk increased users’ trust in the robot, and
found that a user’s greeting with the robot could predict the user’s conversational strategies such
as sociable interaction and self-disclosure. Thus, these studies demonstrated that a reciprocal social
conversation may increase people’s trust in a computer agent. Although mutual self-disclosure
can, with time, facilitate intimacy, trust, and depth of self-disclosure by both parties [30], whether
and how a psychiatrist should self-disclose to clients is the subject of ongoing debate [14, 33].
Some studies have raised concerns that too much closeness with clients might derail their progress
[32]. However, others have suggested that therapists’ carefully selected self-disclosures could be
beneficial as a means of building rapport with clients [33] and of building certain skills that can
strengthen the counseling relationship, such as active listening [10], gradually building trust [30],
and matching communication styles [46]. On the other hand, lack of trust in online applications
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Fig. 1. Chatbot Interface: the chatbot allowed users to give free-text replies. The chatbot sent some terms or
emojis to the users to encourage them to use the right term to express their mood in the Journaling session.

may lead to inaccurate information being collected and deterred efficacy of services provided by
the applications [69]. What if the MHP is not involved in the conversation directly, and instead, the
MHP only receives self-disclosure content from people through a chatbot? This is the context of
our study.

RQ3: How do people self-disclose to a medical health professional (MHP) through a chatbot?
RQ4:What factors contribute to people’ self-disclosing behavior to the MHP through a chatbot?

3 METHOD
3.1 Chatbot Design and Implementation
Fig. 1 shows the chatbot interface of our study. Participants can freely type their responses to the
chatbot. Since the chatbot interface is similar to regular messenger applications on the market,
the participants learned how to use the chatbot interface easily. For our chatbot’s appearance, we
adopted a neutral handshaking figure. We did not assign a specific gender or a specific appearance
to avoid participants from having bias based on its appearance.

Our chatbot was built using Manychat1 and Google Dialogflow.2 Manychat enabled us to monitor
multiple participants during the study - whether participants had completed the chatting tasks
and to issue reminders where necessary. These daily chatting tasks, which included predefined
questions and responses, allowed us greater control of the experimental conditions than would have
been possible otherwise. The purpose of incorporating Dialogflow was to increase the naturalness
of their conversations. By using natural language processing (NLP), Dialogflow enabled the chatbot
to give plausible responses to a wide range of questions asked by the participants, such as "How
are you today?". If a participant said "I feel stressed today," the chatbot’s response might include a
follow-up question such as, "Could you let me know why you feel stressed?" in addition to its main
reply. Furthermore, when participants asked questions that the chatbot did not "expect" and/or
could not answer, e.g., regarding human characteristics such as schooling or diet, Dialogflow helped
1https://manychat.com
2https://dialogflow.com
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process these questions, either by providing simple, naturalistic answers or requests to rephrase
the question or refocus on the task at hand. If it detected that a participant got stuck three times
within the same chat, the chatbot changed the subject of conversation. Overall, the flexibility of
Dialogflow provided a lot of freedom to the participants - few restrictions were placed on how our
participants should respond to the chatbot.
Participants were asked to complete a chatting task every day for four weeks, each task taking

about seven to 10 minutes. If a participant did not finish the daily chatting task by the end of the
day (12 pm), the chatbot automatically terminated the task for that day.

3.1.1 Chatting Tasks. As illustrated in Fig. 2, the chatting task was composed of a few sub-tasks.
In the first three weeks of the experiment before the introduction of a MHP, the chatting task
started with Journaling, Small-talk and finally Sensitive question. Participants in G1 did not have
small-talk, but all the other participants (G2 and G3) followed this conversational flow. We designed
this conversation flow by considering the nature of conversation flow, which usually starts with a
greeting and then goes to in-depth conversation. Note that this conversational flow also reflects the
existing chatbot design for mental health care. Hence, our chatbot always started by greeting the
participants, asking them to share their mood, and helping note their daily events. Then, the chatbot
guided the participants to small-talk, which was the treatment of this study, and the conversation
gradually moved to sensitive questions. After finishing the sensitive questions, the chatbot wrapped
up the conversation. After the introduction of a MHP, the Sensitive questions component was
replaced with reviewing prior responses to share with the MHP. Below, we explain the two sessions
for collecting participants’ self-disclosure (i.e., Journaling and Sensitive question sessions) in further
detail.

Journaling Session. Many studies in mental healthcare have indicated that journaling has
various benefits such as understanding one’s own mood cycle. However, it is also well-known that
journaling is not easy to maintain [16, 31]. In part, then, our research was intended to examine
whether chatbots could help address such issues. Besides, by asking users about their mood and
reasons for their mood every day, we intended to keep participants aware that the chatbot was
focusing on healthcare and not random chit-chatting.

Accordingly, our chatbot in this condition prompted the participants to focus their journaling on
five topics: their mood, experiences, gratitude, stress, and anxiety. Specifically, after an opening
greeting, it asked the participant to summarize his/her mood and its causes (e.g., "Could you let me
know what happened to make you feel this way?"). After any necessary follow-up questions, the
chatbot would continue by asking three to five journaling-relevant questions, such as about the
cultivation of gratitude (an effective means of enhancing mental health [72] and social relationships).
In such cases, the chatbot primarily "listened," i.e., gave simple, general responses like "I hear you"
and "Okay," or asked the participant to elaborate. It should be pointed out that during this "listening"
mode, full understanding of its human interlocutor’s statements was not essential.

Sensitive Questions Session. Sensitive questions were included to examine participants’
willingness to disclose intimate details to our chatbot. The questions were adopted from prior
studies[39, 55, 56]. We selected questions which were common to college students’ mental-health
problems, i.e., friendships, family, money, stress, anxiety, and depression [37]. Two sensitive ques-
tions were grouped and asked in the same session. However, the sensitive questions session itself
was not present everyday - it was present one out of every two days. These gaps were intended to
forestall the participants feeling overwhelmed by answering sensitive questions every day. Asking
them every day would also likely have lowered the overall realism of chatbot interaction, given that
few people are asked these types of questions very often or regularly. Importantly, all participants
were informed of their right to skip any question they felt uncomfortable answering. They were
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Fig. 2. Illustration of the study design. Standard questions are given to users during two sessions, i.e.,
Journaling and Sensitive Questions. The chatbot does not self-disclose and only gives general responses in
these two sessions. During the Small Talk session, the chatbot gives low self-disclosure to participants from
Group 2 and high self-disclosure to participants from Group 3).

also informed that there is no penalty for skipping the questions. As in the journaling task, the
chatbot in this session primarily "listened" to the participants and did not offer any self-disclosures.

3.1.2 Chatting Styles. Our participants were divided into three groups, according to the levels
of the chatbot’s self-disclosure: i.e., No chatbot self-disclosure in Group 1 (G1), Low chatbot
self-disclosure in Group 2 (G2), and High chatbot self-disclosure in Group 3 (G3).

The chatbot’s self-disclosure was implemented in the small-talk session. This was motivated by
the finding that therapists’ self-disclosure had many positive effects on their patients’ self-disclosure,
e.g., enhancing positive expectations and motivation and strengthening the therapeutic bond [28].

To explore the effective chatbot design in soliciting user’s self-disclosure, two types of dialogue
were designed (Fig. 2). The two types of dialogues were comprised of the same conversational
topics but had different levels of chatbot self-disclosure. Participants in G2 interacted with the
chatbot with low level self-disclosure, and participants in G3 interacted with the high self-disclosure
chatbot. The conversation topics for small-talk were adopted from [5].
Fig. 3 shows a sample chatbot self-disclosure dialogue. The chatbot’s self-disclosure in G3

included deep feelings, thoughts, and personal experiences in the past. For G2, in contrast, the
self-disclosure was both less frequent and less intense. Additionally, in its interactions with G3,
the chatbot sometimes mentioned the MHP’s name (i.e., Dr. Yamamoto) as part of its personal
experience in the past. This was to create an impression of the chatbot’s expertise in mental-health
care and to increase the participants’ trust in the doctor (MHP): for example, “Dr. Yamamoto is a
really good model for me because I learned lots of mental-health knowledge from him.”
We conducted a pilot study to test the validity of these conversational designs. 20 participants

(11 females) from a Midwest University were hired to rate the self-disclosure level of the chatbot’s
responses. High and low self-disclosure responses were generated from 60 small-talk topics and
randomly shown to the participants. The participants were asked to rate 60 chatbot self-disclosure
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Fig. 3. Sample Chatbot’s self-disclosure to G2 and G3 participants during small talk. CB stands for chatbot.

responses based on the definition of self-disclosure levels provided in [7]. We finally combined
their ratings and used pairwise t-test to see if the ratings for high and low self-disclosure were
significantly different, which is how we confirmed that the manipulation was successful. For
unsuccessful small-talk topics, we revised the chatbot responses until the ratings between high and
low self-disclosure were significantly different.

3.2 Recruitment and Participants
To reach our target group - University students who have access to formal mental-health counseling
services - we used social media and the electronic bulletin board of a university. In addition to
student status and counseling access, the recruitment criteria were that they: 1) are above age 18; 2)
are able to read, write and speak fluent English; and 3) that they scored lower than 13 on the Kessler
Psychological Distress Scale (K6) [62], which means that they do not have an urgent mental-health
issue. At this advertising stage, we also disclosed the duration of the study (four weeks), along with
the participants’ right to drop out at any point, and each participant’s option to attend a follow-up
interview.
19 male and 28 female participants were recruited via this process. Their age ranged from 20

to 27 (M = 23). Two had experience receiving therapy in the past. However, no participants had a
particular mental illness nor had received psychotherapy at the point of their recruitment. Our three
groups of roughly equal size were balanced by K-6 score (average K-score: G1 M=8.06, G2 M=8.47,
and G3 M=8) and gender, as prior research [62] suggested the potential impact of both mental
status [17] and gender [34] on self-disclosure. Eventually, G1 comprised nine females and seven
males, G2, nine females and six males, and G3, 10 females and six males. Facebook Messenger was
used to host the chatbot, as all 47 participants already knew how to use it. When their four-week
period of interacting with the chatbot ended, every participant attended a face-to-face interview
lasting from 30 to 45 minutes. The participants were paid $185 USD for their participation. The
interviews were recorded and transcribed with their permission.

3.3 Procedure and Instructions to the Participants
In an initial face-to-face meeting, each participant was told about the study’s requirements, and the
chatbot was installed on his/her mobile phone or other device of their choice. In the same meeting,
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all were notified of their above-mentioned right to refuse to answer any question the chatbot asked
them, and were re-notified that they could withdraw from the experiment whenever they liked.
This was followed by a 10-minute chatbot practice/familiarization session.

Experimental-group assignments were not discussed with the participants at any time, and they
were instructed not to discuss their respective chatbot interactions with one another until after the
experiment was finished. It was decided that if any participant completed fewer than five of the
seven daily tasks in any seven-day period, they would be asked why by a member of the research
team and were informed of this requirement in the meeting.
All the participants were told that they could access the chatbot at any time from 5 p.m. to

midnight. This time-window was selected to ensure that the participants interacted with the
chatbot every day in the evening, so that they had something to report about that day in the
journaling session, i.e., not recollected from a previous day. When a participant accessed the
chatbot before 5 p.m., the chatbot would provide only simple replies so that it would not affect
participants’ perceptions of the chatbot. The daily chatting task automatically terminated at 12 am.
The participants were informed that their conversations with the chatbot would be recorded and
shown to the research team.
During the first three weeks before the introduction of the MHP, participants’ conversations

with the chatbot started with journaling, followed by small-talk for G2 and G3, and finished with
sensitive questions (Fig. 2). Note that sensitive questions were only asked every other day.
After three weeks of interacting with the chatbot, a MHP called Dr. Yamamoto was introduced

by the chatbot. Before this day, participants did not expect they would be asked to share their
responses with the doctor (MHP). By way of explaining the purpose of sharing with the doctor,
the chatbot said: "From today, we are going to review your previous answers together, and decide
if you are willing to share it with Dr. Yamamoto. He is a psychiatrist living in local area, who is a
friendly and reliable person. If you share your data with him, he can (1) gain a better understanding of
the mental-health status of students; and (2) help you to improve your own mental health issues, if
assistance is required."
After the introduction of the MHP, which lasted for a week, participats were asked to review

their prior response (2-3 questions per day) and check whether they are willing to share their
answers with the doctor. The participants were allowed to edit their answers before sharing with
the doctor. All participants were informed that it was optional to share their data with the doctor,
and they would not be penalized for not sharing their answers.
Note that participants in all three groups received the same prompts and the same responses

from the chatbot in the journaling and sensitive questions sessions. G1 was the control group, and
we manipulated different self-disclosure levels within small talk sessions for G2 and G3.

In order to examine participants’ self-disclosure behavior before and after the introduction of
the MHP, we conducted two surveys: one was right before the introduction of the MHP, and the
other was one week after introducing the MHP. At the end of the study, they were also invited to a
face-to-face interview. This research was reviewed and approved by our institutional review board.

3.3.1 Surveys. Both versions of the above-mentioned survey measured the construct of perceived
trust [19]. We measured trust because it is crucial to an individual’s decisions about whether he/she
should share personal information with others, regardless of whether those others are humans or
machines. Our measurement items for the construct were adapted from prior literature [9, 19, 50, 57]
and answered on the same seven-point Likert scale (7=strongly agree, 1=strongly disagree). The
survey was used to measure users’ perceieved trust in the chatbot and the doctor (MHP). For
example, 1) The chatbot is trustworthy, 2) I can trust the chatbot with my personal information, 3) The
chatbot provides me with unbiased and accurate feedback (response), and 4) I can trust the information
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provided by the chatbot. There are nine items in this trust survey, and the "chatbot" was changed to
"doctor" for measuring users’ trust in the doctor. Participants were asked to fill out this survey two
times, i.e., at the end of the third week and at the end of the fourth week. The difference between
the two survey administrations was that the second, i.e., the fourth-week one, included additional
questions intended to capture the participants’ trust in the doctor (MHP).
We conducted repeated-measures ANOVA to better understand the survey results, with the

dependent variable being self-reported trust, and the two factors being groupmembership - i.e., of G1
(No chatbot self-disclosure group), G2 (Low chatbot self-disclosure group), or G3 (High chatbot self-
disclosure group) - and Time, i.e., the third-week vs. fourth-week survey. Mauchly’s test was used
to verify that the assumption of sphericity was not violated (Sig. > .05 ), and Greenhouse–Geisser
correction was used to adjust for lack of sphericity.

3.3.2 Interview. The qualitative interviews were semi-structured and focused on the interviewees’
chatbot experiences, including their daily practices of using it, how much they enjoyed doing
so, and their impressions of their chats. Follow-up questions covered if/how their attitudes and
impressions had changed since the start of the experiment.
To capture chat-topic-specific differences in how the interviewees responded, we asked them

about their feelings about each topic, including if they felt worried about answering highly sensitive
questions and whether they would have shared in the same way with a human being they knew
well, and again, changes over time in such feelings.

In addition, during the interview, we asked participants how they felt when the chatbot started
to ask them to review their previous answers and share with the doctor; how they felt when they
talked to a chatbot first and then shared the information with a real human, and how they felt when
talking to a doctor directly; and which interaction they preferred. We also asked their impression
of the doctor; how they decided whether to share their information with the doctor; if they trusted
the doctor and why. We further asked them if they edited their previous data when sharing with
the doctor and why they did so. We adopted thematic content analysis to interview data, which
involves iteratively reviewing and labeling the responses with emerging codes, and two raters
independently coded all responses. The raters’ coding results were then compared, and possible
revisions were discussed. The cycle was repeated until the coding scheme was deemed satisfactory
by both raters, and inter-rater reliability had reached a reasonable level (>89%).

3.3.3 Conversation Logs. As full data for all three groups’ journaling and sensitive-question chats
was available, we compared it across all three. Also, with particular reference to sensitive-question
conversations, we investigated how the depth of self-disclosure by the subjects was impacted by
time factors and chat style, by having two raters code the data according to the three categories
proposed by Barak and Gluck-Ofri [7], i.e., information, thoughts, and feelings, each of which
is further subdivided into three levels, as shown in Fig. 4. The information defined as responses
provide information of the writer, and the level depends on the privacy of the information disclosed.
The thoughts means that responses express the writer’s personal thoughts on events, appearance,
and intimacy. The feelings indicates the expression of different levels of feelings related to events,
people, and behaviors. Note: the level 1 of feelings was defined as "No expressing of feelings at
all." Please refer [7] page 410. Two raters were hired to code all data independently; the coding
rules followed prior study’s definition [7]. Each response was coded in three categories, which
means that each response had three category scores because each user response could involve
the content of the three categories. The raters practiced rating numerous users’ responses and
discussed differences until reaching a consensus before actually rating. A final inter-rater reliability
of 91% was achieved.
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Fig. 4. Sample participants’ responses to sensitive questions. The responses were coded to different topics
and levels of self-disclosure. Note: Level 1 of Feelings is defined as "No expressing of feelings at all" [7].

To analyze how different chatbots influenced the participants’ self-disclosure to journaling and
sensitive questions, we performed mixed-model ANOVA in this study. In addition, the chatbot
asked a given user two sensitive questions every other day, meaning that a total of six different
sensitive questions were asked of each participant in the third week. To analyze how the three
chatbot configurations associated with the three groups influenced the participants’ responses
(depth of self-disclosure) to journaling and sensitive questions, we extracted their conversational
logs and conducted mixed-model ANOVA on their observed self-disclosure level (i.e., information,
thoughts, or feelings) by question type, followed by a Tukey HSD. Here, our analyses treated the
question as a random effect; group as an independent variable; and self-disclosure level as the
dependent variable.

4 FINDINGS
In this section, we present participants’ self-disclosure behavior one week before and one week
after the chatbot asked the participants if they would share the self-disclosed content with a MPH.
We present participants’ Journaling data and their answers to Sensitive questions to address RQ1,
RQ2 and RQ3. We further present their survey responses and interview results to understand their
self-disclosure behavior for answering RQ4.

4.1 Maintaining the Same Level of Self-Disclosure After Sharing with the MPH (RQ1)
To understand if participants maintained the same level of self-disclosure after being asked to share
their content with a MHP, we conducted a within-subject comparison. More specifically, for each
participant, we compared the depth of Informational, Thoughts, and Feelings content disclosed to
the chatbot the week before they were asked to share and the content they shared with the MHP in
the following week. Overall, there was no significant difference of self-disclosure between before
and after participants’ sharing with the MPH.

4.1.1 Self-Disclosure in the Journaling Session. In the journaling session, within each group, par-
ticipants disclosed the same level of content. The average levels of Informational self-disclosure
one-week before and after disclosing to the MHP did not change significantly (Table 1). Similarly,
the average self-disclosure levels for Thoughts expressed in their journals did not change signifi-
cantly before and after introducing the MHP (Table 1). Nor did the average self-disclosure levels
for Feelings expressed in their journals change significantly before and after introducing the MHP
(Table 1).

4.1.2 Self-Disclosure during the Sensitive-Questions Session. We compared the participants’ re-
sponses to sensitive questions among the three groups the week before and after sharing with the
MHP. Since the participants were not asked any new sensitive questions after being asked to share
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Table 1. Journaling(J.) Sensitive Question (S.) Self-disclosure Level : Left ( before sharing with the MHP), and
Right (after sharing with the MHP)

BEFORE SHARING AFTER SHARING
Information Thoughts Feelings Information Thoughts Feelings

Group 1 (J.) M = 1.9, SD =.94 M = 1.56, SD =.95 M = 1.4, SD = .5 M = 1.9, SD = .68 M = 1.43, SD = .5 M = 1.37, SD = .6
Group 2 (J.) M = 2.12, SD =1.08 M = 1.5, SD =.7 M = 1.52, SD =.5 M = 1.93, SD = .7 M = 1.53, SD = .74 M = 1.46, SD = .74
Group 3 (J.) M = 2.1, SD =1.09 M = 1.59, SD =.89 M = 2.3, SD = .6 M = 2.13, SD = .91 M = 1.43, SD = .72 M = 2.25, SD = .6
Group 1 (S.) M = 1.54, SD =.61 M = 1.4, SD = .6 M = 1.56, SD =.58 M = 1.56, SD = .89 M = 1.37, SD = .61 M = 1.56, SD = .61
Group 2 (S.) M = 1.56, SD =.7 M = 1.6, SD = .7 M = 2.2, SD =.45 M = 1.6, SD = .73 M = 1.6, SD = .63 M = 2.2, SD = .5
Group 3 (S.) M = 1.63, SD =.62 M = 2.24, SD =.53 M = 2.3, SD = .5 M = 1.8, SD = .83 M = 2.3, SD = .79 M = 2.25, SD = .5

data with the MHP but were allowed to edit their prior responses, we compared their responses
before and after their edits.
The results show that, within each group, participants disclosed the same level of the content

in the sensitive-questions session. The average levels of Informational self-disclosure one-week
before and after disclosing to the MHP did not change significantly (Table 1). Similarly, the average
self-disclosure levels for Thoughts expressed in their journals did not change significantly before
and after introducing the MHP (Table 1). Nor did the average self-disclosure levels for Feelings
expressed in their journals change significantly before and after introducing the MHP (Table 1).

4.2 Effective Chatbot Designs in Eliciting Deep Self-Disclosure to the MHP (RQ2)
Even though the answers to RQ1 showed that there was no difference in participants’ self-disclosure
before and after sharing with the MHP, comparing the self-disclosure content among the group
before and after sharing with the MHP resulted in different levels of participants’ self-disclosure.
In brief, G3 participants self-disclosed more feelings with the chatbot and the MHP when they
interacted with the high self-disclosure chatbot. Below, we provide more details of the analysis.

4.2.1 Journaling. For Information and Thoughts, neither chat style nor time significantly affected
how the participants disclosed their journaling content. However, there was a significant effect
of group membership on self-disclosure of feelings (F(2, 46) = 3.14, p < .05). Post-hoc analysis
showed that the level of disclosing feelings in G3 was significantly higher than in either G1 or G2
(Table 1), but that the difference between G2 and G1 was non-significant. These results indicate G3
participants revealed more feelings about their daily lives than the other two groups regardless of
the introduction of the doctor.

4.2.2 Sensitive Questions. In the category of informational self-disclosure, there was no significant
effect of any factor, meaning that chat style did not impact how the participants disclosed informa-
tion to any version of the chatbot (Table 1). In the thoughts category, there was a significant effect
of group membership (F(2, 46) = 3.4, p< .05). Post-hoc analysis indicated that the mean score of G3
was significantly different than that of G1. However, G3 did not differ significantly from G2, which
in turn did not differ significantly from G1 (Table 1). There was also a significant effect of group
membership on the self-disclosure of feelings (F(2, 46) = 3.3, p < .05). Post-hoc analysis showed
that the members of both G2 and G3 self-disclosed significantly more about their feelings than the
members of G1 did, while the difference between G2 and G3 was non-significant (Table 1).

4.3 Different Choices Made Between Self-Disclosing to the Chatbot and Sharing with
the MHP (RQ3)

After the introduction of the MHP, the chatbot presented the same sensitive questions with prior
answers if these questions were answered in early weeks and asked the participants if they were
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Table 2. This table summarizes the participants’ data sharing behaviors across the three groups. Share means
that the participants shared the answers no matter if the answers were edited or not; Reducing Information
means that the participants reduced the original answers’ content and shared it with the doctor (MHP);
Revision indicates that the participants revised or added more information to the original answers and shared;
and No-Sharing means that participants did not share the answers with the MHP.

Group 1 (G1) Group 2 (G2) Group 3 (G3)
Sharing 91.67% 91.38% 92.96%
No-sharing 8.33% 8.62% 7.04%
Reducing Self-Disclosure Content 19% 8% 6.03%
Adding or Clarifying Content 8% 10% 14%

willing to share their answers with the professional. If the sensitive questions were not yet answered,
the participants could choose to answer them or skip the questions. Table 2 shows how much the
participants shared their prior answers to sensitive question with the MHP. Most of their prior
answers were shared, and around 10% of those submitted were edited (a category that we held to
include relatively major additions and deletions as well as minor changes). To further understand
the mechanics of how participants removed and changed their answers before sharing them with
the MHP, we chose three examples from the conversational logs.

Example 1. (Delete) The original self-disclosure to the chatbot:
I experienced academic harassment. At first I tried to be harder and encouraged myself to
be stronger. However, I felt really tired after forcing myself for so long with a great deal of
pressure. Then, I just try to be not so hard and take a balance between research and life.
However, my professor got angry like sort of crazy and blamed me on not working hard
even I gave him 5-6 pages of data every week. My professor said something bad to me. He
threatened me that he won’t give me score if I don’t work as hard as he expected. However,
what he expected is just like a robot with no rest, no normal person can do it. (G2-S20, M)

The shared content with the MHP:
I experienced academic harassment after I realized that the problem can’t be solved easily,
so I reported to the harassment center and the professor there gave me some advice (G2-S20,
M)

Example 2. (Delete) The original self-disclosure to the chatbot:
I don’t really think I’m so close to my parents. I had hard time communicating with my
parents. I didn’t know whether I should tell my parents the things worrying me or not. I
spent my childhood with my grandparents. Although it’s happy to stay with them but I
guess it’s different from living with my parents when I was young. (G2-S26, F)

The shared content with the MHP:
I didn’t live with my parents until I was 6. So, I don’t really think I’m close to my parents.
(G2-S26, F)

Example 3. (Delete) The original self-disclosure to the chatbot:
I experienced sexual abuse from my ex-boyfriend. He abused me because he thought I was
cheating on him. But, definitely, I am not. At that time, I was very scared and desperate.
But, I finally left him and did not love him anymore. (G3-S40, F)

The shared content with the MHP:
I experienced sexual abuse from my ex-boyfriend. (G3-S40, F)
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As the three examples show, these three participants removed many details (thoughts and
feelings) from their original answers and left only general, factual descriptions to share with the
MHP. Importantly, while the edited answers still included some thoughts, in most of the cases,
the participants’ feelings about the events they had described were totally removed. Although
the proportion of answers that underwent this type of editing was small, this behavior might
nevertheless negatively impact the effectiveness of using chatbots to collect information on mental
well-being.

Moreover, some participants added more content to their prior answers. Here are two examples:
Example 1. (Add) The original self-disclosure to the chatbot:

I don’t know how to deal with it but I have to let it go. My current situation is puzzling. I
can’t get rid of this burden, because it is part of my life, and I have to take it forward. So, I
will try to forget what hurts me and stay patient. (G3-S38, M)

The shared content with the MHP:
I don’t know how to deal with my anger but I have to let it go. My current situation
is puzzling, my parent and I have a conflict with money. I can’t get rid of this burden,
because it is part of my life, and I have to take it forward. So, I will try to forget what
hurts me and stay patient. (G3-S38, M)

Example 2. (Add) The original self-disclosure to the chatbot:
Few months ago, I was trying to find a job. And it’s necessary to do a self-analyze. So, I
ask my parents what a person am I, and they said something hurt me. Sometimes I feel
very freedom because I could do anything I want to because my parents don’t bother me a
lot. (G3-S42, F)

The shared content with the MHP:
Few months ago, I was trying to find a job. And it’s necessary to do a self-analyze. So, I
ask my parents what a person am I, and they said that they didn’t really know about me
which really hurts me. Sometimes I feel very freedom because I could do anything I want
to because my parents don’t bother me a lot. Sometimes I just feel that they don’t care me
much, we don’t understand with each other though we are family (G3-S42, F)

From the two examples, we can find that the participants added more description for their
situations which were obscure in the original version. Some participants edited the grammatical
errors in their prior answers or fixed incomplete sentences before sharing with the MHP. We then
explored why the participants decided to make such choices in the following sections.

4.4 Factors Contributing to Participants’ Self-Disclosing Behavior (RQ4)
During the interview, participants explained their self-disclosing behavior, which revealed a variety
of factors that contribute to how they treated self-disclosure with the chatbot and the MHP the
same or differently. We present their interview results as follows.

4.4.1 Talking about Sensitive Topics with a Chatbot vs. an MHP. Some participants edited their
answers before sharing them, or even declined to share any, despite having answered them relatively
freely when they were asked by the chatbot. As such, our results imply that people are fairly likely
to treat chatbots and doctors differently, at least when answering certain types of questions.
More than 80% of the participants indicated that it was easier to talk about sensitive questions

with a chatbot than with a human, often on the grounds that with the former, they did not have
to worry about their interlocutor’s reaction or engage in any ice-breaking before proceeding to
the main point. In addition, differences in the social and temporal dynamics of human vs. chatbot
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interactions meant that they could take more time to reflect before responding to chatbot questions.
As two of them mentioned,

[Chatbot interaction] can reduce my wariness, make it easier for me to express my real
ideas without too much worry. Talking to the chatbot first is easier for me. When I talk to
it, I feel relaxed. I think that when talking to the chatbot I felt no nervousness, as well as
more time to think and express my true thoughts. (G3-S42, F)
Talking to the chatbot is easier for me because when talk to a human directly, it is a little
bit hard for me to express my opinion frankly. I would care about his/her reaction and
evaluation of me. I will have scruples about sharing everything with them. But while
talking to the chatbot, I didn’t need to care about its thoughts, so it was able to record my
real thoughts. (G2-S29, F)

However, while most of the interviewees preferred to talk about sensitive questions with the
chatbot, there were several who said they would have preferred to talk with a real human about
them. Two main reasons for this were raised. First, some of these interviewees preferred to get
physical as well as verbal feedback from their listeners, and the chatbot’s relative lack of such cues
could have negatively influenced these users’ willingness to talk. As one mentioned,

For me, it would be easier to talk to a human directly. I think talking is a way to exchange
the information, and the quality of talking is based on the reaction of the audiences.
Although a chatbot could become more clever and acted more like a human, I still think
the way to express the humanity in a robot is really difficulty. Also, when talking to a
person face by face, you can observe his/her thoughts by the facial expression, sound tones,
gestures. I consider it’s easier for the person trying to understand me. (S43, M)

Second, a few interviewees from G1 indicated that building up a solid relationship was an
important prerequisite to them talking about their mental health. Hence, one G1 participant noted,

For me, talking to a human and knowing their feelings is better than talking to a screen. I
believe it would be a better way for me to discuss my mental health. (G1-S4, F)

4.4.2 Reasons for being willing to share self-disclosed content with the MHP. About 90% of the
participants were willing to share their answers to the chatbot with the doctor, and we identified
some inter-group differences in the reasons for doing so. For example, some G3 participants said
they had a clearer impression of the doctor than G1s and G2s did.

In G1, almost all participants thought it was fine to share their answers with the doctor because
they felt the chatbot was essentially a mechanism for collecting survey data, and that if they had
already shared something with the chatbot, there was no clear reason why they should not also
share it with the doctor. In other words, they tended to treat the chatbot only as a tool for collecting
their information. As one G1 participant put it,

I consider the chatbot as a method of collecting data from us. It is similar to a questionnaire,
so as long as I answered it then I can share it. (G1-S12, F)

In addition, some others mentioned that they were willing to share their answers with the doctor
simply because they trusted the "research team" to secure their privacy, and not because they
trusted the chatbot or the doctor. As one explained,

The chatbot was not intelligent enough to make a judgment, so I had expected my answers
to be shared with a research team to do analysis. I believe the doctor is in the research
team, and the team will keep my information secure. (G1-S4, F)

Instead of treating the chatbot as a tool, the participants in G2 considered the chatbot an extension
of a doctor identity. They tended to attribute their sharing decision toward their trust with doctor
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and the chatbot rather than the research team/purpose. Many participants in G2 mentioned that
they had decided to share answers with the doctor because the link between the chatbot and a "real
doctor" enhanced their trust regarding the sharing of their data:

I felt grateful there was a real doctor who could read my answers. This even enhanced my
trust with the chatbot because the chatbot can share my data with a real doctor. (G2-S20,
M)
I just thought the doctor was the one who had designed the chatbot. So my trust in the
doctor was the same as my trust in the chatbot. (G2-S24, F)

In addition, some G2 participants were interested in how their answers would be processed by the
doctor, and attributed their sharing behavior to their general impressions of doctors’ professional
conduct. As one explained,

I wondered what the doctor would do with my info. But it’s okay. I believe he has pro-
fessional ethics about keeping clients’ info concealed, so I shared my answers. (G2-S29,
F)

Like those in G2, many of the participants in G3 were motivated to share by what they saw as
the potential benefits of understanding their mental health. Moreover, G3’s participants tended
to think of the chatbot’s role as being more than a tool to collect information. Two participants
mentioned,

I felt the chatbot was aiming to help my mental health. So, I decided to share my informa-
tion. (G3-S42, F)
I thought the reason the bot wanted to share the information with the doctor was to bring
benefits, to help the students learn their mental problems and have more social support.
(G3-S47, F)

Unexpectedly, though G3’s participants were willing to share, six of them (S33, S35, S38, S42,
S45, and S47) expressed surprise when asked to share their answers with the doctor because they
had thought their conversation only involved the chatbot. Although these individuals had been
introduced to the doctor’s name by the chatbot (part of chatbot’s self-disclosure) before being
asked to share their answers with the doctor, they still felt surprised because they did not expect to
be asked to share data with the doctor, and hesitated to do so in the beginning. As three of them
mentioned:

To be honest, I felt offended in the beginning. Maybe when I talked to the chatbot, I thought
the conversation was only between the chatbot and me, so I disclosed a lot of secrets. But
soon I calmed down and was willing to share my answers because I felt I could trust the
doctor. (G3-S35, F)
When the chatbot started to mention the doctor, it didn’t mention sharing data with him.
So, I was a bit surprised and didn’t know why the chatbot asked me to share at first.
(G3-S42, F)
I just felt "Why are you (chatbot) asking me this all of a sudden?" (G3-S47, F)

Comparing with G1 and G2’s participants, G3’s participants tended to treat the chatbot as a
social agent because they started to think about the chatbot’s motivations for asking to share rather
than the doctor or researchers’ design purposes.

4.4.3 Reasons for Not Sharing. In contrast to the variety of reasons given for sharing with the
doctor, both within and across the three groups, most of the participants who decided not to share
some of their answers with him expressed relatively consistent reasons for this. In G1 and G2, they
specifically indicated that they did not really know the background of the doctor, and because
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he was not introduced to them by someone they trusted, they were deterred from sharing their
information. This means that their chatbot could not transfer the trust to the doctor, and the
participants independently measured the trustworthiness of the doctor. As one interviewee put it,

I did not really want to share my information with the doctor, I had some resistance. In
fact, I did not trust the doctor unless he was introduced to me by my best friend. Because I
don’t know him. I don’t know if he’s a qualified psychiatrist. (G1-S9, F)

In addition to questioning the doctor’s trustworthiness, this set of participants suggested that
they could not see the benefits or reasons for sharing their answers with the doctor:

Well, the reason is that I think I am a healthy person, so I did not want to share [my data]
with the doctor. If I had an illness or problem, I would share it with him. (G2-S27, M)

However, those in G3 who declined to do so stated that - while they trusted both the doctor and
the chatbot - they currently did not feel it necessary to deal with their mental health. As one noted,

If I hope to solve a mental-health issue or obtain care, I would share most of my information
with the doctor. I think he is trustworthy, because the chatbot is. (G3-S45, M)

4.4.4 Reasons for directly sharing conversational data with the MHP. Many participants (Table 2)
submitted most of their answers to the doctor without making any alterations to them. A typical
rationale for this was,

I expressed all my thoughts when I answered the question. I think I answered those questions
in detail and carefully. I wrote all my feelings so I don’t think I need to change it. I think
the answers at that time represented my views at that time [so] they should not be revised.
(G3-S46, F)

Similarly, some participants stated that their reason for submitting their unaltered original
answers was that editing them might distort their previous thought and expression. As one said,

I didn’t edit anything because the information I wrote at that time presented my real
emotion. There would be a difference between now and that time. If I edit something, I am
afraid that it might not represent my real mental status, which would influence how the
doctor assessed my mental health. (G2-S25, M)

4.4.5 Reasons for Reducing Content (partial deletion). A few participants removed some information
from their original answers and then shared the edited answers with the MHP. The rationale
given for this differed noticeably across the three groups, with G1 participants removing a higher
proportion of material from their answers.
There were two main reasons given for engaging in this type of editing. First, the participants’

perception that some answers would be irrelevant to the doctor’s needs. As one participant ex-
plained,

Sometimes, I removed something because what I said before was what I really thought
and felt, but I didn’t think it is necessary to share with the doctor. (G1-S3, M)

Second, some participants thought the answer involved too much private information.
The question ["Have you disappointed your family?"] was too personal, so I removed the
details of what I did and then shared the simple version with the doctor. (G2-S26, F)

A few participants also said that they did not feel comfortable sharing answers that related to
their relationships with family members, friends, and other acquaintance with the doctor, especially
when their answers included negative statements. For example, the following two participants
explained,
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Table 3. Participants’ perceived trust in the chatbot and in the MHP before and after sharing with the MHP.

Trust in Chatbot (before sharing) Trust in Chatbot (after sharing) Trust in MHP (after sharing)
Group 1 M = 5.2, SD = 1.03 M = 5.13, SD = 1.04 M = 5.0, SD = .81
Group 2 M = 6.1, SD = .68 M = 6.13, SD = .74 M = 5.1, SD = .37
Group 3 M = 6.3, SD = .68 M = 6.19 , SD = .66 M = 6.1, SD = .80

I do not talk about my parents to anyone. It was a long story and there were some details
that I don’t want to reveal. I have no comment on our relationship because there was
something not good that happened between us. (G3-S36, F)
I think talking about friends’ shortcomings to others is not very good behavior, so I dropped
most of the content. (G2-S20, M)

4.4.6 Reasons for Adding Content. Some participants (mostly in G2 and G3) who added information
to their prior answers or revised them said that they did so to help the doctor understand their
answers and evaluate their mental health correctly, e.g., by adding more description or improving
incomplete sentences. As three of them stated,

I added some information to make the answer more complete just in case when the doctor
read it he/she wouldn’t feel too confused. (G3-S34, F)
I was thinking if I have any mental issues that need some help from a doctor, and then I
revised my previous responses by adding more details and shared with the doctor. (G2-S18,
M)
I found I made some grammatical error, so I want to fix it before sharing to make sure the
doctor won’t misunderstand. (G1-S7, M)

Some participants stated that certain answers were related to their emotions at a particular point
in time, and thus might be different when they reviewed the questions again. One participant
indicated that she mostly,

Just copied and pasted her original answers, but edited when I found any mistakes in
them. [And] I think the answers might change a little bit if you asked the same questions
a second time, so I added more information. Since the changes I made were usually for
additional information, it might become more complicated for others to understand. (S46,
F)

4.4.7 Trust in the Chatbot and Trust in the MHP. Unsurprisingly, trust was one of the important
factors mentioned by the participants, thus we present our survey results of participants’ trust in
the chatbot and the MHP at different stages. When participants explained their sharing decisions
of self-disclosed content with the MHP, they often mentioned their trust in the chatbot and in the
MHP. Because the participants were not asked to share with the MHP in the first period of the
study, therefore, in the survey study, they were only asked about their trust in the chatbot before
sharing with the MHP. After they were asked to share their disclosed content with the MHP for a
week, they were asked to score their trust both in the chatbot and in the MHP in the final survey.

Mauchly’s Test of Sphericity indicated that the assumption of sphericity had been violated (p <
.05), and Greenhouse-Geisser correction was made. There was no significant within-group main
effect of time; namely, within-group, participants’ trust did not change significantly. There was
a marked effect of group membership (F(2, 45) = 4.7, p <. 05), with G3 and G2 both reporting
significantly more trust than G1 (Table 3). G2 and G3 participants’ mean trust levels were not
significantly different. These results show both that the users in G3 and G2 trusted the chatbot
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more than those in G1 did, and that asking participants to share their answers with a doctor (MHP)
did not decrease their trust in the chatbot, irrespective of group membership.

Because trust is critical for self-disclosure, we conducted a survey to evaluate participants’ trust
in the MHP. Importantly, this MHP was only introduced by the chatbot, and the participants did
not have any opportunity to interact with him directly, and thus, their trust in him was highly
dependent on their interaction with the chatbot.
A one-way ANOVA was conducted to compare the effect of group membership on trust in the

doctor (MHP), and a significant effect of such membership was found at the p <. 05 level (F(2,
45)=4.2). Post-hoc comparisons using the Tukey HSD test indicated that the mean score for G3 was
significantly different from that of G1, but that there was no significant difference between G2 and
G1. In summary, our results suggest that those participants who chatted with the G3 variant of the
chatbot had the highest level of trust in the MHP (Table 3).
To better understand participants’ impressions of and trust in the doctor (MHP), we asked

questions in their interviews such as, "What kind of impression do you have of the doctor?" and
"Do you trust the doctor?" In response, most G1 participants said that they did not have specific
impressions of the doctor. As one noted,

I really have no impression of the doctor. He did not talk to me. Maybe he’s a psychologist.
Maybe he’s been doing a psychological study lately. But I don’t know anything about him.
(G1-S9, F)

The participants of G2 also reported having relatively sparse impressions of the MHP, and thus,
lack of knowledge could have influenced their willingness to share their data with him. As one put
it,

I am not familiar with the doctor because the chatbot only briefly introduced him/her. I
was a little bit confused about why I was asked to share my data with the doctor. (G2-S21,
M)

In contrast, the participants of G3 had a relatively clear impression of the MHP, presumably
because the chatbot had made occasional mentions of Dr. Yamamoto in their small-talk sessions
during the first three weeks of the experiment. Note that other names or topics (e.g., the chatbot’s
friends’ names) were also mentioned as part of the chatbot’s self-disclosure, and at that time, the
participants did not know that they would be asked to share their data with the doctor (MHP). As
two of them explained,

I feel the doctor is a person who can understand my situation and give me proper advice
based on professional knowledge. (G3-S46, F)
I think he is a psychologist who studies mental health. Maybe he designed this chatbot
and wants to analyze mental health through our answers. (G3-S39, M)

Overall, participants in G1 felt they were talking to a stranger because the chatbot did not give
them any specific feedback. In addition, because the chatbot mostly kept prompting this group
of users to answer questions, and was not especially interactive, they reported that it did not try
to understand them, and thus, it was difficult to build a sense of trust in it. As one participant
explained,

I did not trust the chatbot, but it just worked like a robot to keep prompting me to answer
questions every day. I answered those questions because I felt it was what should I do in
this research. (G1-S8, M)

Meanwhile, most of the G2 participants suggested that using the chatbot was like talking with a
counselor, because of how the conversation proceeded from shallow-level small talk to deep-level
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sensitive questioning. This impression of the chatbot seemed to have increased their motivation to
answer sensitive questions in detail. As one participant noted,

I felt this chatbot was like a counselor. Because it guided me to answer some intimate
questions, I did not feel awkward talking about those sensitive topics. (G2-S30, F)

Similar to G2, many participants in G3 expressed that the chatbot was like a counselor. They
further indicated that they felt like they had to answer its questions in detail, because the chatbot
also shared its own opinions and thoughts on some questions. In addition, the chatbot stated that
it had a relationship with a real counselor, which strengthened its sense of similarity to a mental
health professional. As two participants stated:

The chatbot sometimes shared its own experience and thoughts when asking me a question.
Its answers also included details and thoughts, so I felt it was my responsibility to answer
its questions seriously. (G3-S41, F)
The chatbot introduced a psychiatrist during the chatting. It looks like the chatbot was
closely connected to this person, so I felt I could trust the chatbot to handle my answers
properly. Sometimes I would look forward to seeing the chatbot’s opinions about my
answers to its questions. (G3-S40, F)

In summary, asking participants to share their chat answers with a MHP did not dramatically
affect their self-disclosure behavior. However, the different chat-style conditions influenced the
participants’ self-disclosure depth, especially when it came to feelings. That is, most participants in
G1 and G2 shared their data with the doctor because they trusted the "research team/doctor" behind
the chatbot to deal with their information properly. In G3, in contrast, the participants’ trust seemed
to start with the chatbot first, and spilled over to include the doctor (MHP) subsequently. Though
several G3 participants expressed their surprise when being requested to share their data with a
mental health professional, they were willing to share for the good intent of supporting mental
well-being. On the other hand, some participants in G1 lacked trust in the chatbot, the research
team or the doctor, and/or felt no need to share their answers further, because they could not see
the benefits of doing so. These findings imply that the chatbot that offered deep self-disclosure had
the potential of serving as an effective mediator to facilitate the people’s self-disclosure of sensitive
information. The survey scores also show that G3 participants had significantly stronger trust in
the MHP than the other two groups of participants.

5 DISCUSSION
This present work attempts to design a chatbot as a mediator to facilitate people’s self-disclosure
to real professionals. In this section, we discuss our findings and the implications to real practices
and future work.

5.1 Consistent Self-Disclosure Depths Before and After Sharing With the MHP
Our conversation log analysis of within-subject self-disclosing data showed that the depth of
participants’ self-disclosure remained the same during the weeks before and after sharing with the
MHP. Even though some participants chose not to share a small portion of the logs, or reduced or
added information to the logs before sharing with the doctor (Table 2), overall, the depths of their
self-disclosure to the chatbot and the depths of their self-disclosure when sharing with the doctor
were not significantly different in the journaling and the sensitive questions sessions (RQ1).

The overall consistent self-disclosure depths before and after sharing with the doctor suggested
that a chatbot could be an effective tool used for collecting journaling and sensitive data both for
non-clinical and clinical purposes. Given the three chatting styles, it showed that the chatbot design
with reciprocity feature demonstrated its effectiveness of acquiring deep self-disclosure (RQ2). For
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example, though users may know they are talking to a chatbot, the CASA paradigm [47] suggests
that people may mindlessly apply social heuristics for human interaction to computers. Among the
three groups, the self-disclosure depths were different. More specifically, participants in G3 and
G2 showed a higher trust level with the chatbot than G1, because the chatbot’s reciprocity may
foster a better sense of companionship between the participants and the chatbot [50, 53]. Also, the
chatbot intentionally disclosed the doctor’s name, background, and experience to G3’s participants,
which made the participants more familiar with the doctor and better trust the doctor than G1 and
G2 in the later part of the study. That was probably why most of G3’s participants tended to share
their answers without removing information from their original answers with the doctor. This is
inline with prior research [12] that suggested that trust transfer is a cognitive process - people
could transfer their trust from a familiar target to another by certain interaction.

Moreover, the participants in G1 had lower trust in the chatbot. The interview results reflected
that there was a lack of strong motivation for the participants to share their answers. Nevertheless,
the participants in G1 still shared most of their answers with the doctor (as shown in Table 2).
There could be two possible explanations for such behavior. First, according to the analysis of
self-disclosure depth, G1’s participants disclosed fewer feelings and thoughts than G3, therefore,
they might have less concern about sharing their answers. Second, some participants shared that
involving a professional health service provider enhanced their trust with the chatbot system,
which could explain why they still chose to share their logs. In conclusion, how to leverage the
bonding between professional image (e.g., doctor) and chatbot is worthy of in-depth investigation
in future work. Over-addressing professional image might result in users overestimating a chatbot’s
efficacy, and we will discuss this in the following section.

5.2 Sharing Self-Disclosure Details to a Chatbot vs. to the MHP
With regard to users’ editing behavior before sharing their answers, although we found that most of
them did not change their original answers, some participants still made many edits before sharing
(RQ3). The participants joined this study signing consent forms and reviewing IRB, which may
increase the chance of sharing their private information. We may anticipate that users will edit
their responses if a similar application is deployed in practice. Therefore, we discuss the potential
issues and design implications in the following paragraphs.
The benefits of using a chatbot [41] or a virtual agent [53] is to collect data with high quality

and elicit disclosure. In addition, Lukoff et al. [54] proposed a chatbot to help family members to do
meal-journaling and exchange support to cultivate a healthy diet. Therefore, chatbots could be an
effective mediator to collect truthful information and share with proper targets. Our work further
suggests that chatbots have the potential to collect data for mental healthcare, and transfer trust
to a professional. However, our findings showed that some participants, especially in G1 and G2,
intentionally removed information about their thoughts and feelings that might be used to identify
their mental issues. As some shared in their interview, this was because they did not expect their
use of the chatbot to be for clinical purposes, and their perceived low trust in the MHP might also
have contributed to the behavior (RQ4). This result implies the importance of transparency for
operating users’ personal information.
Additionally, about 10% of participants added details to their answers before sharing with the

MHP (RQ3). This behavior may be beneficial for measuring users’ mental health, for example, they
might reflect on their previous depressed event and figure out the problem, but some of them might
ruminate on the negative event which could be a symptom of mental issue. However, it might also
bias the doctor’s evaluation of users’ current mental well-being because mental status sometimes
fluctuates. Thus, it may be necessary to label when and where a user modified the information to
receivers to evaluate users. Besides, the chatbot asked users to review their prior answers before
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sharing, and it could be a good chance for users to reflect. As one participant mentioned, "I think
the answers might change a little bit if you asked the same questions a second time, so I added more
information." Proper guidance in the review process may help users reflect and change behavior
[43] which may help them deal with a similar event in the future. This design could be considered
in future research.

5.3 Implications for Trust in Design
Prior work shows that trust can be transferred from one to another in the context of different
research fields [83]. The idea is that there are three roles in a trust transfer mechanism, i.e., trustor,
third party, and trustee. A trustor is a person who wants to evaluate if the trustee is trustworthy. A
third party acts as a broker who provides information of the trustee for the trustor. If the trustor and
third party has a close relationship and the trustor believes that the third party trusts the trustee,
the trustor’s trust in third party would be transferred to the trustee [12, 67, 75]. Trust transfer may
happen between human and human, and between entity and entity [83]. For example, trust may
transfer from an existing product with a good reputation to another unknown promoting product
with the same brand [22]. Trust can also be transferred between context and context, for instance,
trust in web-based payment services can be transferred to trust in mobile-based services [52]. A
study suggested that established trust in Internet payment services would impact the initiation of
trust in mobile payment services [52]. The trust transfer issue in the sharing economy is also broadly
studied recently [29], and trust transfer has been studied from various perspectives in e-commerce
[83]. These studies reveal how online information provided to a trustor influences his/her trust in
the trustee. However, we have a limited understanding of whether/how trust transfer works in the
mental health context, especially when a chatbot acts as a third party role.
Trust is an important construct when people evaluate conversational agents [13, 27, 63]. In

our case, when the chatbot is used as a mediator for collecting sensitive self-disclosure content
and sharing with a real MHP, our work showed how people’s trust in a chatbot interacted with
their trust in the MHP, as well as with their self-disclosure behavior. More specifically, the chatbot
interacted with the participants first and then gradually introduced a professional image (doctor)
through the technology. Participants shared the same level of self-disclosure data with the MHP.
This finding suggests that an effective chatbot design may have the potential of transferring the
people’s trust in the chatbot to their trust in a health service provider that is introduced by the
chatbot. Note, however, that there may be an implicit assumption that the chatbot trusts the MHP.
In our case, the G3 chatbot did provide positive comments about the MHP.

5.4 Ethical Issues and Considerations for Real Use
Our study began by getting users familiar with the chatbot and encouraging their self-disclosure
without notifying them of the sharing requests in advance. This experimental design made it so
the participants did not have to worry that their answers for the sensitive questions would be
shared with a real person and impact their real lives. In particular, the chatbot in G3 gave a stronger
image of counselor/psychiatrist for the members, thus, G3’s participants trusted the chatbot and felt
comfortable self-disclosing to the chatbot. Our self-disclosure analysis also echoes this statement
and indicates that G3’s users disclosed deeper levels of feelings and thoughts. Nevertheless, some
of G3’s participants expressed surprise when asked to share answers with the doctor, though
they still shared their answers in the end. Their surprised feelings might be a result of their deep
self-disclosure to the chatbot without any expectation that their answers would be shared with a
MHP who could impact their real lives. Although they hesitated to share their sensitive feelings
and thoughts, they shared the majority of their data; as they explained, they decided to share
for the potential benefit of improving mental well-being. This finding also implies a potential
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risk for the users to overshare their private information with a chatbot. Although the users still
gave permission to share their data with a MHP who was not mentioned in advance, this kind
of design (i.e., introducing a real person after users’ disclosure) may cause users to disclose their
vulnerabilities, which might be dangerous if they are abused. Therefore, it is important to provide
users a feature that allows them to edit their previous responses.

Our work provides important practical implications as well. For example, the G3’s chatbot design
seamlessly connected the participants with a doctor by gradually introducing the doctor in their
small-talk, which might have helped lower the barrier of sharing their deep self-disclosure with
the doctor. Future research could explore using chatbots to provide suggestions or guidance after
building trust with users. In fact, some participants in our study indicated that they expected a
professional feedback/suggestion from the chatbot. This implies that the users may assume the
chatbot has more intelligence than it actually does, which might lead to users not reaching out to
professionals for proper help.
Finally, it is important to remind service providers of the ethics and potential risks of using a

chatbot as a mediator to collect mental health and sensitive information [71]. For example, a user
might disclose suicidal thoughts with an expectation that the psychiatrist is monitoring or the
chatbot will give a proper response, but not noticing this signal may lead to unwanted results.
Therefore, how to provide secure mechanisms to prevent these risks needs to be further explored.

5.5 Limitations and Future Work
This work has several limitations that should be acknowledged. First, we recruited college students
who might be more willing to disclose personal sensitive information on the Internet than seniors,
thus, how they interacted with the chatbot might not be generalizable to other aged populations.
Future work should consider the effect and usability of chatbots among different user groups [65].
Second, this study was designed to compare users’ self-disclosure using chatbots with different
chatting styles and how they chose to share with the real MHP. Involving a real MHP to be part of
the chatbot interaction is beyond the scope of this work. Third, the participants were compensated
for running the study. To yield more insights to apply chatbots for the healthcare domain, future
work should deploy the system without compensating the users for a longer term span in a variety
of contexts.
In our study, participants were randomly assigned to interact with the chatbot using three

designs. All participants, including G3 did not know they would be asked to share their data with
the doctor until the end of the third week to prevent participants from withholding their responses.
In the end, G3 participants disclosed more thoughts and feelings to the chatbot along with the MHP,
presumably because the chatbot was able to gain higher trust from the participants and give them
a good impression of the doctor by introducing him earlier. Nevertheless, participants’ interview
and survey feedback showed that some had a negative first-reaction when they were asked to
share their self-disclosed content to the doctor because they had shared a lot with the chatbot
and believed that the chatbot would not share it with anyone else. The limitation of our study
design is that both information about the MHP in the G3 and chatbot’s self-disclosure contributed
to G3’s self-disclosing behavior - we cannot identify which had a stronger impact. More controlled
experimental studies need to be conducted to identify the significance of different factors and their
potential interaction effect.

Finally, our participants were students who did not have emergent mental issues (based on the
K6 score and self-report); thus, our findings are not generalizable to the population with serious
mental issues. People’s self-disclosure behaviors could be different according to their mental health
condition [35].
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6 CONCLUSION
This study investigates how a chatbot as a mediator can be used by people for self-disclosing to
a mental health professional and how people’s trust in a chatbot interacts with their trust in a
mental health professional. Our findings suggest that the chatbot’s self-disclosure successfully
elicits participants’ self-disclosure of their personal experiences, thoughts and feelings not only to
the chatbot but also to the mental health professional. Our work also provides empirical evidence
of different self-disclosure behavior, such as reducing or adding content, that people may take
before sharing their self-disclosure to a chatbot with a mental health professional. Several factors
contributed to their behavior. On the one hand, we identified an effective chatbot design that has
promising potential to serve as a mediator to promote self-disclosure to mental health professionals;
on the other hand, several ethical issues are discussed for future chatbot designs.
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