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Designing a Chatbot as a Mediator for Promoting Deep
Self-Disclosure to a Real Mental Health Professional
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Chatbots are becoming increasingly popular. One promising application for chatbots is to elicit people’ self-
disclosure of their personal experiences, thoughts and feelings. As receiving one’s deep self-disclosure is critical
for mental health professionals to understand people’s mental status, chatbots show great potential in the
mental health domain. However, there is a lack of research addressing if and how people self-disclose sensitive
topics to a real mental health professional (MHP) through a chatbot. In this work, we designed, implemented
and evaluated a chatbot that offered three chatting styles; we also conducted a study with 47 participants
who were randomly assigned into three groups where each group experienced the chatbot’s self-disclosure at
varying levels respectively. After using the chatbot for a few weeks, participants were introduced to a MHP
and were asked if they would like to share their self-disclosed content with the MHP. If they chose to share,
the participants had the options of changing (adding, deleting, and editing) the content they self-disclosed to
the chatbot. Comparing participants’ self-disclosure data the week before and the week after sharing with the
MHP, our results showed that, within each group, the depth of participants’ self-disclosure to the chatbot
remained after sharing with the MHP; participants exhibited deeper self-disclosure to the MHP through a
more self-disclosing chatbot; further, through conversation log analysis, we found that some participants
made different edits on their self-disclosed content before sharing it with the MHP. Participants’ interview
and survey feedback suggested an interaction between participants’ trust in the chatbot and their trust in the
MHP, which further explained participants’ self-disclosure behavior.
CCS Concepts: • Applied computing→ Psychology; • Human-centered computing→ User studies.
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1 INTRODUCTION
The importance of self-disclosure–revealing personal or sensitive information to others [1, 38]–for
mental well-being has been proved in substantial literature [45, 61]. For example, through self-
disclosure, people can release their stress [7, 18], analyze themselves [44], gain social support [48]
and receive professional services [15]. But it is always challenging for mental health professionals
(MHPs) to receive people’s self-disclosures, e.g., it is found that college students tend not to self-
disclose to professionals or to seek mental health care, despite being offered free services [37].
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This is not surprising as people naturally avoid revealing their vulnerabilities to others [66] and
they would be afraid of being judged when disclosing their negative feelings or prior failures to
others [35, 74].
With the advancement of artificial intelligence, chatbots (conversational agents) demonstrate

the potential for improving people’s mental well-being by eliciting their self-disclosure [53, 64, 80].
Indeed, research has shown that people tend to disclose symptoms of depression more truthfully
when talking to a chatbot than when talking to a human interviewer. For example, Lucas et al.
found that the anonymous feature of chatbots encouraged self-disclosure [53]; Ravichander et
al. found that reciprocity occurred in human-chatbot interactions, i.e., a chatbot’s self-disclosure
encouraged people’s self-disclosure [64]. A recent work further showed that people revealed deeper
thoughts and more feelings on sensitive topics (e.g., social and sexual relationships, experiences
of failure, causes of stress and anxiety) with a high self-disclosing chatbot over time than with
chatbots that either did not self-disclose or disclosed less with people [51].

However, most of the chatbot works focus on human-AI interactions. Little is known about how
people self-disclose to mental health professionals (MHP) through chatbots. In order to explore the
potential of using chatbots for mental health, it is also important to understand whether people
have different self-disclosure behavior with a chatbot alone than with a MHP through a chatbot.
In fact, extensive research has studied self-disclosure through online and social platforms, e.g.,
[53, 76]. For example, in online communities such as Reddit, people disclose their stress, depression,
and anxiety anonymously [7, 18]; on Instagram, people express their negative emotions to seek
social support from their friends [4]. But they are often discussed in the context of one to many of
one’s peers in a reciprocal manner, e.g., [2, 81]. In this case, self-disclosing to a MHP through a
chatbot involves different social dynamics; instead of one to many of their peers, the interactions
between human and domain experts through such an AI technology is still under-studied. This is
an important problem because understandings of how and to what extent people self-disclose to
domain experts through AIs are critical for designing Human-in-the-loop Artificial Intelligence
(HIT-AI) systems [82], e.g., that people’s self-disclosed content is interpreted appropriately by the
domain experts.
To this end, we designed, implemented and evaluated a chatbot that served as a mediator

to facilitate people’s self-disclosure to a real mental health professional (MHP). In addition to
understanding how people disclose to MHPs through chatbots, we compared different designs
of conversational styles, varying in the level of self-disclosure, i.e., chatbots with high-level/low-
level/no self-disclosure, to explore the effective design in soliciting deep self-disclosure after
introducing an MHP. More specifically, we invited 47 participants and randomly assigned them
to three groups, each group using one chatting style. We measured the depth of participants’ self-
disclosure behavior before and after the request of disclosing to an MHP. We also conducted two
rounds of surveys and an exit interview to understand participants’ rationale of their self-disclosing
behavior. Participants’ feedback helped us understand their trust in the chatbot and in the MHP,
which further provided us with an empirical understanding of both the positive and negative
impacts on participants’ self-disclosing to the MHP through different chatbot designs.
Our work makes the following contributions to the CSCW and HCI communities. First, our

work provides empirical evidence that people sustain their self-disclosure to a real mental health
professional (MHP) given one chatbot design. Second, by conducting an experimental study with
47 participants using three different chatbots, we contribute new understandings of how a self-
disclosing chatbot (reciprocity) promotes people’s deep self-disclosure to an MHP through daily
journaling on non-sensitive and sensitive topics. Third, our findings shed light on future AI research
by bringing the unique insight that trust may be transferable from human-AI to human-human
through AIs.
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2 RELATED WORK

In this section, we �rst present literature on how chatbots are a promising technological solution
for promoting people's self-disclosure; then, we discuss related work about how people self-disclose
with peers through ICTs, e.g., social media platforms. Finally, we provide background work on the
remaining challenges of self-disclosure with medical health professionals (MHPs), often without
ICTs. With the literature review, we propose our research questions.

2.1 Promoting Self-Disclosure to a Chatbot

Chatbots have been broadly used in di�erent areas [11, 20, 26, 78]. They can not only help people
complete various tasks [70] but can also improve mental well-being (e.g., self-compassion [49]).
For example, chatbots are utilized in the workplace to assist team collaboration [70], to improve
workers' quality of life and work productivity [78], and to reduce caregivers' workloads [25]. Park
et al. [60] adopted Motivational Interview in the chatbot conversation to help users cope with stress
and found that their design can facilitate a conversation for stress management and self-re�ection.
Lee et al.[49] designed a dialog to make the users take care of a chatbot's negative experience.
After a two-week interaction with the chatbot, the user's self-compassion signi�cantly increased.
These studies have demonstrated the potential bene�ts of using a chatbot in di�erent purposes,
and our research aims at understanding how to use a chatbot to mediate sensitive information.
The Computers Are Social Actors (CASA) paradigm indicated that people may apply social norms
of human relationships when interacting with computer agents [58]. Thus, research has been
focusing on advancing technological contributions for making computer agents to naturally chat
and understand people; thus, some studies examined di�erent strategies [6, 36] to enhance users'
experience when talking with a chatbot. For example, Hu et al. found that the tone-aware chatbot
could be perceived as being more empathetic than a human agent [36].

People's self-disclosure to chatbots can be used to detect symptoms, identify possible causes, and
recommend actions to improve their symptoms by promoting people's self-disclosing, as well as to
encourage interviewees to disclose themselves more openly in an interview session [53]. Scholars
compared web surveys against chatbots and found that respondents tended to provide more high-
quality data when using the latter [41]. Fitzpatrick et al. utilized a therapy chatbot "Woebot" in
their study to explore its feasibility to help reveal people's mental illness; their results showed
that the chatbot helped relieve symptoms of anxiety and depression [26]. Additionally, chatbots
can be deployed to various platforms using both speech and text; chatbots provide cost-e�ective
[11] solutions for self-disclosure [53, 64, 80] or deliver education materials for self assessment (e.g.,
alcohol risks [21]). However, most of the works focus on human-chatbot interactions, and little
work studied:

RQ1:Do people self-disclose to a medical professional through a chatbot di�erently from self-
disclosing with a chatbot alone?

2.2 Self-Disclosure with Peers through ICTs

Self-disclosure behavior on social network sites has gained the attention of HCI scholars. For
example, people freely disclose stress, depression, and anxiety through online social media platforms
[3, 18, 53, 84]. It was found that such anonymous self-disclosure with their peers could help users
maintain their mental well-being, as they may receive social support from their peers [4]. Similarly,
Yang et al. [81] investigated the self-disclosure behaviors of online health support communities,
and the study found the members' self-disclosure in private and public channels a�ected how they
reciprocated with other and reached out for social support. Although self-disclosure on social media
could help each other seek social support, people naturally avoid revealing their vulnerabilities to
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others [66], as it might also cause social risks [2, 23]. Thus, Andalibi et al. [2] explored how people
used throwaway accounts on Reddit to disclose their stigmatized issues (e.g., sexual abuse) and
found that people using anonymous means engaged more in seeking support.

Through interacting with the chatbot, people can search useful resources, i.e., self-help informa-
tion, before reaching out for face-to-face counselling [11, 20]. Therefore, chatbots have become
popular in response to the demand of mental health care in modern society [69]. A recent work
shows that chatbots can play a role to inquiry users answering questions and convincing them to
share diet information with their family members so as to support each other [54]. Also, coaching
apps have been developed, not only for boosting users' awareness of their own mental well-being,
but also for helping mental-health professionals gain more knowledge about their clients [40]. In
this study, we investigate using a chatbot to facilitate self-disclosure to a MHP:

RQ2:What is an e�ective chatbot design as a mediator for eliciting self-disclosure to a medical
professional?

2.3 Self-Disclosure with Medical Professionals without ICTs

In the sphere of mental health care, journaling is a common practice of self-tracking that has been
proven e�ective in terms of boosting mood and reducing anxiety [24, 73]. Prior studies [20, 26]
have shown the positive e�ect of deploying a chatbot to facilitate journaling and for helping people
to realize their mental issues and relieve their symptoms.

However, how people interacted with the chatbot di�erently when they self-disclosed sensitive
topics to mental health professionals has not been investigated. According to social penetration
theory [1], self-disclosure is critical for the development of a successful interpersonal relationship
that involves give-and-take between its parties. Self-disclosure is evaluated from two dimensions,
breadth and depth [8, 59]. The breadth of self-disclosure can be demonstrated with a wide range of
topics disclosed; on the other hand, the depth is more involved with personal experiences, intimate
relationships, and possible negative feelings as a result of life di�culties. Prior works on chatbots
often highlighted the volume of self-disclosure in terms of its breadth (e.g., [26, 53, 64]); less was
discussed on its depth. In order to assess mental well-being, a high depth of disclosure (deep
self-disclosure) is needed [68]. To elicit self-disclosure at a deeper level, a higher level of trust is
often associated in the relationship [77].

Our work �lls the void by focusing on evaluating self-disclosure depth by running an experimental
study and by comparing participant's daily journaling and answers to sensitive questions before
and after sharing with a real mental health professional via the chatbot. According to the norm
of reciprocity, when someone discloses something deeply personal, his or her interlocutor feels
pressure to share a similar level of information [79], therefore, therapists often disclosed themselves
to encourage partients' self-disclosure [28, 42]. In a recent work, reciprocity was found to happen
in human-chatbot interaction as well, e.g., a self-disclosing chatbot received more self-disclosure
from users [64]. Lee et al. [47] indicated that small-talk increased users' trust in the robot, and
found that a user's greeting with the robot could predict the user's conversational strategies such
as sociable interaction and self-disclosure. Thus, these studies demonstrated that a reciprocal social
conversation may increase people's trust in a computer agent. Although mutual self-disclosure
can, with time, facilitate intimacy, trust, and depth of self-disclosure by both parties [30], whether
and how a psychiatrist should self-disclose to clients is the subject of ongoing debate [14, 33].
Some studies have raised concerns that too much closeness with clients might derail their progress
[32]. However, others have suggested that therapists' carefully selected self-disclosures could be
bene�cial as a means of building rapport with clients [33] and of building certain skills that can
strengthen the counseling relationship, such as active listening [10], gradually building trust [30],
and matching communication styles [46]. On the other hand, lack of trust in online applications
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Fig. 1. Chatbot Interface: the chatbot allowed users to give free-text replies. The chatbot sent some terms or
emojis to the users to encourage them to use the right term to express their mood in the Journaling session.

may lead to inaccurate information being collected and deterred e�cacy of services provided by
the applications [69]. What if the MHP is not involved in the conversation directly, and instead, the
MHP only receives self-disclosure content from people through a chatbot? This is the context of
our study.

RQ3:How do people self-disclose to a medical health professional (MHP) through a chatbot?
RQ4:What factors contribute to people' self-disclosing behavior to the MHP through a chatbot?

3 METHOD

3.1 Chatbot Design and Implementation

Fig. 1 shows the chatbot interface of our study. Participants can freely type their responses to the
chatbot. Since the chatbot interface is similar to regular messenger applications on the market,
the participants learned how to use the chatbot interface easily. For our chatbot's appearance, we
adopted a neutral handshaking �gure. We did not assign a speci�c gender or a speci�c appearance
to avoid participants from having bias based on its appearance.

Our chatbot was built using Manychat1 and Google Dialog�ow.2 Manychat enabled us to monitor
multiple participants during the study - whether participants had completed the chatting tasks
and to issue reminders where necessary. These daily chatting tasks, which included prede�ned
questions and responses, allowed us greater control of the experimental conditions than would have
been possible otherwise. The purpose of incorporating Dialog�ow was to increase the naturalness
of their conversations. By using natural language processing (NLP), Dialog�ow enabled the chatbot
to give plausible responses to a wide range of questions asked by the participants, such as"How
are you today?". If a participant said "I feel stressed today," the chatbot's response might include a
follow-up question such as, "Could you let me know why you feel stressed?" in addition to its main
reply. Furthermore, when participants asked questions that the chatbot did not "expect" and/or
could not answer, e.g., regarding human characteristics such as schooling or diet, Dialog�ow helped
1https://manychat.com
2https://dialog�ow.com
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process these questions, either by providing simple, naturalistic answers or requests to rephrase
the question or refocus on the task at hand. If it detected that a participant got stuck three times
within the same chat, the chatbot changed the subject of conversation. Overall, the �exibility of
Dialog�ow provided a lot of freedom to the participants - few restrictions were placed on how our
participants should respond to the chatbot.

Participants were asked to complete a chatting task every day for four weeks, each task taking
about seven to 10 minutes. If a participant did not �nish the daily chatting task by the end of the
day (12 pm), the chatbot automatically terminated the task for that day.

3.1.1 Cha�ing Tasks.As illustrated in Fig. 2, the chatting task was composed of a few sub-tasks.
In the �rst three weeks of the experiment before the introduction of a MHP, the chatting task
started withJournaling, Small-talkand �nally Sensitive question. Participants in G1 did not have
small-talk, but all the other participants (G2 and G3) followed this conversational �ow. We designed
this conversation �ow by considering the nature of conversation �ow, which usually starts with a
greeting and then goes to in-depth conversation. Note that this conversational �ow also re�ects the
existing chatbot design for mental health care. Hence, our chatbot always started by greeting the
participants, asking them to share their mood, and helping note their daily events. Then, the chatbot
guided the participants to small-talk, which was the treatment of this study, and the conversation
gradually moved to sensitive questions. After �nishing the sensitive questions, the chatbot wrapped
up the conversation. After the introduction of a MHP, the Sensitive questions component was
replaced with reviewing prior responses to share with the MHP. Below, we explain the two sessions
for collecting participants' self-disclosure (i.e., Journaling and Sensitive question sessions) in further
detail.

Journaling Session. Many studies in mental healthcare have indicated that journaling has
various bene�ts such as understanding one's own mood cycle. However, it is also well-known that
journaling is not easy to maintain [16, 31]. In part, then, our research was intended to examine
whether chatbots could help address such issues. Besides, by asking users about their mood and
reasons for their mood every day, we intended to keep participants aware that the chatbot was
focusing on healthcare and not random chit-chatting.

Accordingly, our chatbot in this condition prompted the participants to focus their journaling on
�ve topics: their mood, experiences, gratitude, stress, and anxiety. Speci�cally, after an opening
greeting, it asked the participant to summarize his/her mood and its causes (e.g., "Could you let me
know what happened to make you feel this way?"). After any necessary follow-up questions, the
chatbot would continue by asking three to �ve journaling-relevant questions, such as about the
cultivation of gratitude (an e�ective means of enhancing mental health [72] and social relationships).
In such cases, the chatbot primarily "listened," i.e., gave simple, general responses like "I hear you"
and "Okay," or asked the participant to elaborate. It should be pointed out that during this "listening"
mode, full understanding of its human interlocutor's statements was not essential.

Sensitive Questions Session. Sensitive questions were included to examine participants'
willingness to disclose intimate details to our chatbot. The questions were adopted from prior
studies[39, 55, 56]. We selected questions which were common to college students' mental-health
problems, i.e., friendships, family, money, stress, anxiety, and depression [37]. Two sensitive ques-
tions were grouped and asked in the same session. However, the sensitive questions session itself
was not present everyday - it was present one out of every two days. These gaps were intended to
forestall the participants feeling overwhelmed by answering sensitive questions every day. Asking
them every day would also likely have lowered the overall realism of chatbot interaction, given that
few people are asked these types of questions very often or regularly. Importantly, all participants
were informed of their right to skip any question they felt uncomfortable answering. They were
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