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ABSTRACT
Chatbots have great potential to serve as a low-cost, effective
tool to support people’s self-disclosure. Prior work has shown
that reciprocity occurs in human-machine dialog; however,
whether reciprocity can be leveraged to promote and sustain
deep self-disclosure over time has not been systematically
studied. In this work, we design, implement and evaluate
a chatbot that has self-disclosure features when it performs
small talk with people. We ran a study with 47 participants
and divided them into three groups to use different chatting
styles of the chatbot for three weeks. We found that chatbot
self-disclosure had a reciprocal effect on promoting deeper
participant self-disclosure that lasted over the study period,
in which the other chat styles without self-disclosure features
failed to deliver. Chatbot self-disclosure also had a positive
effect on improving participants’ perceived intimacy and en-
joyment over the study period. Finally, we reflect on the design
implications of chatbots where deep self-disclosure is needed
over time.
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INTRODUCTION
Self-disclosure is a process in which a person reveals personal
or sensitive information to others [23, 1] and is crucial for
developing a strong interpersonal relationship [1]. The ad-
vancement of computing technologies has enabled new ways
for people to self-disclose [47, 33]. The value and importance
of self-disclosure through these technologies have been widely
manifested. For example, people’s self-disclosure on social
media helps them release their stress, depression, and anxiety
through these technologies [10, 3]. Interviewees may disclose
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themselves more openly in an interview session when using
virtual agents [33, 12]. The challenge is that people naturally
avoid revealing their vulnerabilities to others [8, 29].

Chatbots (also called conversational agents) have great poten-
tial to create breakthroughs in self-disclosure research [33, 41],
and the HCI community has dedicated an increasing amount
of work to this. For example, people are found to provide
more high-quality self-disclosure data when using chatbots
than through web surveys [26]. Fitzpatrick et al. further uti-
lized a therapy chatbot “Woebot” in their study to explore its
feasibility to help release students’ mental illness and showed
the chatbot could help relieve symptoms of anxiety and depres-
sion [17]. Similarly, several works demonstrated the potential
benefits of using chatbots for mental wellbeing [48, 25, 6].
Recently, Ravichander et al. also shared their findings that
reciprocity could occur in human-machine dialog [41]. How-
ever, most of the existing research reported one-shot experi-
ments; how chatbots can promote deep self-disclosure (con-
versing with machines about sensitive topics) over time is
under-explored. This is an important question because many
application domains, e.g., for mental well-being, [39, 27], re-
quire sustained self-disclosure of sensitive topics over a period
of time.

In this work, we design, implement and evaluate a chatbot
that has self-disclosure features when it performs small talk
with people. We ran a study with 47 participants and di-
vided them into three groups to use different chatting styles of
the chatbot for journaling and answering sensitive questions.
Each participant used the chatbot for three weeks, and each
group experienced the chatbot’s self-disclosure at varied lev-
els (i.e., none, low and high). We found that chatbot’s deep
self-disclosure had a reciprocal effect on promoting partici-
pants’ deep self-disclosure that lasted over the study period. In
addition, chatbot’s self-disclosure also had a positive impact
on participants’ perceived intimacy and enjoyment with the
chatbot. The chatbot without self-disclosure, on the contrary,
failed to have the same effect.

Our work makes the following contributions to the HCI com-
munity: 1) we explore how varied levels of a chatbot’s self-
disclosure influence the depth of people’s self-disclosure, 2)
we contribute new understandings of how time plays a role
in chatbot and people’s self-disclosure interactions, and 3)
our findings also provide new implications into designing and
using chatbots where deep self-disclosure is needed.

CHI 2020 Paper  CHI 2020, April 25–30, 2020, Honolulu, HI, USA

Paper 48 Page 1



RELATED WORK
Self-disclosure - the gradual unveiling of personal information,
thoughts, feelings, goals, and even failures–is key to indi-
viduals’ formation of interpersonal relationships and achieve-
ment of intimacy [23, 1]. A leading explanation of the self-
disclosure process is social penetration theory (SPT) [1],
which categorizes four stages of self-disclosure, i.e., orien-
tation, exploratory, affect-exchange, and stable-exchange. To-
gether, these stages delineate a journey from the disclosure
of shallow and general to deep and intimate information. As
such, self-disclosure can be evaluated from two main dimen-
sions, breadth and depth [38]. The breadth dimension denotes
wide-ranging discussion of multiple topics such as music pref-
erences and food, whereas the depth dimension comprises
more personal details and intimate topics such as sexual rela-
tionship and self-perceived failures.

Self-disclosure plays an important role in a wide range of set-
tings, including mental well-being [39], customer service [36],
and employment [33, 12]; thus extensive research has been
conducted on self-disclosure’s relationships to various con-
structs including trust [49], intimacy [9], gender [19], and
personality [9]. A considerable body of prior research has iden-
tified self-disclosure as a potential path to mental wellness, and
its benefits during psychotherapy are also well attested [11].
The Substance Abuse and Mental Health Services Adminis-
tration (SAMHSA) 1 reported that people who disclosed their
mental illnesses felt relief and experienced improved relation-
ships with friends and family members.

However, disclosing personal mental health information is not
easy for most people, and this is also one of the major practi-
cal difficulties in counseling sessions [18]. People naturally
avoid revealing their vulnerabilities to others; this tendency is
even more prevalent among those with mental illnesses, be-
cause those people who seek mental health care worry about
social stigma and discrimination related to mental health prob-
lems. Previous studies have found that when people were
interviewed face-to-face by a human interviewer, they may
tend to disclose fewer symptoms of depression than when in-
terviewed by a virtual agent [33]. It is not clear how people
disclose when facing a different conversational agent design.
For example, Clark et al. [7] found that there may be a funda-
mental barrier to developing relationships with conversational
agents because people value different aspects in conversation
with agents - some people may treat a chatbot as a tool, but
users with mental health issues or social difficulties may bene-
fit from social capabilities in a chatbot system.

Technologies Promoting Self-disclosure
Computer-mediated technologies have significantly promoted
people’s self-disclosure behavior. For example, people dis-
close their personal information, feelings, and thoughts on
social media [20]. Ma et al. [34] found that anonymity played
an important role in people’s willingness to engage in such
sharing. Studies have revealed that virtual agents can pro-
vide non-verbal as well as verbal cues to engage users, e.g.,
during interviews, which can render them more willing to
self-disclose [33, 32].
1https://www.samhsa.gov/

Recently, conversational agents have been used to guide users
to healthier lifestyle choices and improve their mental well-
being [50, 30, 14] and engage people in truthful interac-
tions [41]. For example, Moon [36] examined how various
wordings of questions influenced participants’ responses, and
found that when the questions were preceded by the automated
interviewer’s self-disclosure, the participants exchanged more
intimate information with it. Ravichander et al.’s [41] chat-
bot provided conversationally relevant self-disclosures from
a large conversation dataset in real time, such that it engaged
users with reciprocity in social conversations.

Though scholars have made significant progress with self-
disclosure research using chatbots, major research questions,
such as how chatbots can promote deep self-disclosure over
time, are still under-studied. Promising application domains,
e.g., mental health [39, 27] often need support tools to acquire
people’s sustained self-disclosure of sensitive topics over a
period of time. Thus, in our work, we are interested in explor-
ing: RQ1: How do different chatting styles influence people’s
self-disclosure? and RQ2: How do different chatting styles
influence people’s self-disclosure over time? Specifically, liter-
ature on reciprocity [35, 41] suggests that when people make
deep self-disclosures, their interlocutor will feel pressure to
share information at a similar level. Therefore, we hypothe-
size that: H1: People self-disclose more deeply with a more
self-disclosing chatbot over time.

In addition, the Computers Are Social Actors (CASA)
paradigm holds that people mindlessly apply the social norms
and expectations of human relationships when interacting with
computer agents [37]. Based on these theories and SPT, we
posit that people would build a stronger relationship with a
chatbot if it has a self-disclosing feature. H2: People feel
a stronger bond (trust/intimacy/enjoyment) with a more self-
disclosing chatbot over time.

METHOD

Chatbot Design
We built our chatbot using Manychat and Google Dialogflow.
Manychat was used to allow the researchers to monitor
whether the chatbot users had finished their specific chatting
tasks, and to send reminders to those who had not. We built the
daily chatting tasks with predefined responses and questions.
This approach helped us to control each experimental con-
dition. To boost the participants’ perceptions that they were
talking naturally with the chatbot, we integrated Dialogflow
with Manychat. Thus, when there was a question regarding
users’ emotions that might prompt a wide range of answers
(e.g., "How are you today?"), the chatbot system would pass
the user’s response to Dialogflow, which then utilized natu-
ral language processing (NLP) to determine an appropriate
response. For example, if a participant said "I felt stressed
today", the chatbot’s response would include a follow-up ques-
tion, e.g., "I am sorry to hear that. Could you let me know why
you feel stressed?" Hence, participants were allowed to input
their responses without any major restrictions.

In addition, Dialogflow helped to handle some exceptional
questions. In any experiment of this kind, participants in-
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Figure 1. Illustration of the study design. Standard questions are given
to users during two sessions, i.e., Journaling and Sensitive Questions, and
the chatbot does not self-disclose and only gives general responses in
these two sessions. During Small Talk session, the chatbot gives low (high)
self-disclosure to participants from group 2 (3).

evitably ask the chatbot some questions that are beyond the
scope of the predefined chatting tasks (e.g., "Where did you
go to high school?" or "Have you finished your lunch?"). At
such moments, the user’s input would be sent to Dialogflow
to be processed and responded to properly. However, if a user
asked a question that could not be handled by Manychat and
Dialogflow, he/she would be asked to rephrase the question,
or encouraged to refocus on the chatting task. If the chatbot
system found that the participants became stuck three times, it
would move on to a new topic.

Instead of defining the gender and appearance of the chatbot,
we used a handshaking figure to help ensure that participants’
impressions of it were neutral. All participants were informed
that the chatbot was running automatically, and that all of their
conversations with it would be recorded and shared with the
research team. The chatbot could be accessed at any time after
the experiment started; however, the daily chatting task could
only be accessed after 5 p.m. each day, and was closed by
the end of the day. The late-afternoon start time was chosen
because we felt it would help ensure that the participants
had fresh content for their tasks, especially journaling. Each
participant could only perform one daily task per day, and
while they could still chat with the chatbot at other times, it
would only give them simple replies to prevent users’ other
chatting behaviors influencing their impression of the chatbot.

Chat Sessions
We designed and conducted a study, where we divide par-
ticipants into three groups, to evaluate the effectiveness of
chatbot’s self-disclosure at three levels: none for Group 1
(ND), low for Group 2 (LD), and high for Group 3 (HD). De-
pending on which group the participants belonged to, they
were asked to interact with the chatbot through three possi-
ble chat sessions, i.e., journaling, small talk, and answering
sensitive questions, as illustrated in Figure 1.

Journaling: Standard Questions to All Groups
Journaling is a common practice for one’s unprompted self-
disclosure. It helps users better understand their biorythms by
tracking their feelings, thoughts, and daily activities. A large
body of research has indicated the benefits of journaling, such
as mood-boosting and reducing anxiety.

Thus, we designed a chatbot dialogue that prompted users
to record their current moods, experiences, gratitude, stress,

and anxiety. Following an initial greeting, this dialogue al-
ways asked the user to summarize his/her mood and why it
had arisen (e.g., "Could you let me know what happened to
make you feel this way?"). Next, the chatbot would continue
raising questions relevant to journaling: for example, about
cultivating gratitude, which has been found to be an effective
way for enhancing mental health [45] as well as social relation-
ships. There were usually three to five such prompts by the
chatbot during each journaling-themed chat, and the chatbot
acted primarily as a listener, giving only simple and general
responses such as "Okay", "I understand", and "I hear you",
or prompting the user to say more, such as "Do you want to
tell me more?".

Small Talk: Low (High) Self-Disclosure to Group 2 (Group 3)
The second chat session consisted of small-talk. The central
purpose of small-talk was to build up trust and intimacy be-
tween the chatbot and the participants [5] and to facilitate
user self-disclosure. To explore our research questions, we
designed two types of dialogue for Groups 2 and 3 specif-
ically: one for LD, and the other for HD (Figure 2). Both
groups had the same conversational topics on the same days,
but the chatbot responded to questions differently in terms of
its self-disclosure level. For HD, the chatbot gave a high level
of self-disclosure through responses which included deeper
feelings, thoughts, or information. In contrast, the chatbot
responses for LD included more general responses and less
feeling/thought responses (see examples in Figure 2). For con-
versational topics, two topics were randomly picked from [2]
for each day. A pilot study was conducted to check the vali-
dating of this conversation design. Twenty participants were
hired from a university to rate the self-disclosure level for the
chatbot’s responses. Results indicated that the manipulation
of self-disclosure levels was successful (t=9.72. p<.001).

Sensitive Questions: Standard Questions to All Groups
Finally, for the third chat session, the chatbot asked the users
some sensitive questions. The main purpose of this session
was to learn whether users would feel comfortable disclosing
deep and intimate information to a chatbot, which is suggested
by SPT.

We based our sensitive questions on those used in prior studies
[34, 36, 24]. The most common sources of mental-health
problems for college students are their social relationships,
financial issues, stress/anxiety disorders, sexual relationships,
family issues, and depression [22]. Thus, we adapted questions
relevant to these six areas from the Jourard Sixty-item Self-
disclosure Questionnaire (JSDQ) [24] and two other studies
[34, 36], and designed our dialogue by integrating two highly
intimate topics into each chat section. For example, the chatbot
might ask "Have you ever experienced any abusive behavior
(e.g., sexual, physical, or emotional) from your friends, family,
or a stranger?" and "How would you prefer to die?". Here, it
should be noted that the user always had the option of simply
saying he/she did not want to answer a question and skip to the
next one without getting any penalty. As in the journaling task,
the chatbot in this task acted primarily as a listener and gave
simple, general responses, without making any self-disclosures
of its own.
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Figure 2. Sample Chatbot’s conversations with LD and HD participants during small talks with self-disclosure. CB stands for chatbot.

Recruitment and Participants
We posted notices on social-media websites and on a univer-
sity’s electronic bulletin board to recruit currently enrolled
university students who could access formal mental-health
counseling services if they needed them. The other criteria for
participation were: 1) that they were aged 18 or above; 2) that
they were able to read and speak English fluently; and 3) that
their Kessler Psychological Distress Scale (K6) scores were
lower than 13 [40], which suggested that they did not have a
current serious mental health issue. Finally, the three-week
duration of the study (approximately 8 minutes per day) and a
post-study interview was mentioned in the recruitment materi-
als, but it was also noted that they were allowed to drop out of
the study if they wished.

This led to our recruitment of 47 interviewees (19 male and 28
female). All ranged in age from 20 to 27 (M=23). We divided
them into three groups of roughly equal size that were balanced
by gender and K-6 score, because prior studies [40] have
indicated the potential effect of gender [19] and mental status
[9] on self-disclosure behaviors. 45/47 of the participants did
not have prior experience with any counseling services. All
participants had experience using intelligent assistants (i.e.,
Siri), but they did not use them regularly. There were 16
students (7 male) in Group 1 (ND), 15 (6 male) in Group 2
(LD), and 16 (6 male) in Group 3 (HD). We deployed our
chatbot on Facebook Messenger, with which all participants
were already familiar. After a three-week period of interacting
with our chatbot, all participants were interviewed about their
experiences. The interview was a one-on-one interview which
lasted for 30-45 minutes. All interviews were recorded and
transcribed with the participants’ permission. They were paid
US$160 for completing the three-week chatbot task and an
additional US$25 for participating in the interview.

Procedure
At the beginning of the experiment, all participants were in-
vited to attend an initial face-to-face meeting, in which the
researchers explained the requirements of the study and in-
stalled the chatbot in each user’s mobile phone or whatever
other device they were planning to use to access the chatbot.
It was also in this meeting that all participants were notified of
their right to skip any question asked by the chatbot that they
felt uncomfortable answering and that there was no penalty for
skipping questions. They were also re-notified of their right

to drop out of the experiment at any point. Lastly, the partici-
pants were asked to converse with the chatbot for 10 minutes
to make sure they understood how to access and operate it.

The participants were assigned to three groups (ND, LD and
HD) but were not told which group they were assigned to or
why. They were also instructed not to talk with each other
about their interaction with the chatbot at any time during
the three-week experiment. Each daily conversation with
the chatbot took about seven to 10 minutes to finish, but no
time limit was imposed. All chatbot conversations started
with journaling (Figure 1). Then, participants in LD and HD
continued to small talk. The sensitive questions were asked
to all participants but only once per two days. This was to
avoid them from feeling overburdened by answering highly
sensitive questions every day. They were also allowed to skip
the entire chatting session (i.e. journaling, small-talk, and
sensitive questions) up to two days per week without giving
any reason.

In all three groups, participants received the same prompts
and the same responses from the chatbot in the journaling
and sensitive-question conversations. ND was the control
group, and we manipulated different self-disclosure levels
within small talk for LD and HD. Most of the participants
had no prior experience of talking with a chatbot for three
weeks. Thus, we wanted to know how their chatting experi-
ence changed over that period. At the end of the first week,
participants were asked to fill in a survey. After completing the
entire experiment, they were asked to fill in the same survey
again and were invited to a face-to-face interview. Finally,
this research was reviewed and approved by our institutional
review board (ethics review ID: H31-013).

Measurement
Conversation Logs
All of the participants’ conversations with the chatbot were
recorded, and because all groups answered both journaling
questions and sensitive questions, we compared these two
types of conversation across all three participant groups. Prior
research has indicated that word count is positively associated
with self-disclosure [27]. Hence, we utilized LIWC2015 [44]
to calculate the word length of the journaling and sensitive-
questions chats. Additionally, to investigate how chat style
and time factors affected self-disclosure depth during sensitive-
question conversations, two raters were hired to code the data
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Figure 3. Sample participants’ responses to sensitive questions. The responses were coded to different topics and levels of self-disclosure according to
the framework proposed in [3]

adapting the categories and levels proposed by Barak and
Gluck-Ofri [3]. After reaching agreement regarding the codes,
the raters independently coded all the answers to the journaling
and sensitive questions the chatbot had asked, compared their
codes, and discussed possible revisions. This process resulted
in final inter-rater reliability of 88%. The examples are showed
in Figure 3.

To analyze how different levels of chatbot’s self-disclosure
influenced the participants’ responses (self-disclosure) to jour-
naling and sensitive questions, we extracted their conversa-
tional logs and conducted mixed-model ANOVA to examine
their word counts and observed self-disclosure level (i.e., in-
formation, thoughts, or feelings) by question type (journaling,
sensitive). A Tukey HSD was then used for post-hoc anal-
ysis. Our analysis treated the question as a random effect;
experimental day and group as independent variables; and
word-count or categorized self-disclosure level as the depen-
dent variable.

Interview
We drafted semi-structured interviews to collect qualitative
data on the participants’ experience of conversing with the
chatbot. Each interview commenced with a question about the
participant’s daily practices of using the chatbot (e.g., "Please
briefly tell us how you used this chatbot during the past three
weeks"), followed by questions about their levels of enjoyment
and impressions of chatting with the chatbot. The follow-up
questions were designed to elicit how, if at all, their attitudes
and impressions had changed over time. Furthermore, to help
us understand what factors contributed or blocked the partic-
ipants from making deep self-disclosures to the chatbot, we
asked them to describe their feelings when answering sensitive
questions; whether they felt concerned when answering highly
sensitive questions; and whether their feelings had changed
as they continued talking with the chatbot over a three-week
period. We also asked them to reflect, based on their own
experiences, on whether they would like to discuss or share
the same intimate topics with a person (e.g., a close friend or
parent), and asked them if they felt that the chatbot influenced
the responses they gave it, and if so, how. Lastly, we asked
them to reflect on whether talking with the chatbot every day
provided them with any new insights into their daily lives.

We adopted thematic content analysis to interview data, which
involves iteratively reviewing and labeling the responses with
emerging codes, and two raters independently coded all re-
sponses. The raters’ coding results were then compared, and

possible revisions were discussed. The cycle was repeated un-
til the coding scheme was deemed satisfactory by both raters.

Survey
Three constructs - trust [13], intimacy [4], and enjoyment
[31, 46] - were measured through the same survey twice: after
the first and third week of using the chatbot. We measured
trust because it is crucial to an individual’s decisions about
whether he/she should share personal information with others,
regardless of whether those others are humans or machines.
Intimacy is often generated by mutual self-disclosure behavior,
and hence, we measured this construct to see if/how intimacy
between each user and the chatbot evolved over time. And
finally, because enjoyment is vital to whether users continue us-
ing systems, we measured our participants’ enjoyment of their
conversations with three different conversational styles. All
20 measurement items for the three constructs were adapted
from prior literature [13, 4, 31], and all were responded to via
the same seven-point Likert scale (ranging from 1=strongly
disagree to 7=strongly agree).

We conducted repeated-measures ANOVA to examine whether
participants felt a stronger bond with a more self-disclosing
chatbot over time (H2). The dependent variable was the self-
reported score for each construct (enjoyment, trust, and inti-
macy), while the two factors were group (ND, LD, HD) and
time (1st week vs. 3rd week). Mauchly’s test was used to
verify that the assumption of sphericity was not violated.

RESULTS

Self-Disclosure in Journaling Session (H1)
All participants were asked about their emotions and daily
activities on every day of the experiment. Although we re-
phrased those questions each time they were asked, the main
goal was the same.

Information and Thoughts: Neither chat style nor time signifi-
cantly affected how the participants disclosed their journaling
content and thoughts to the chatbot. The average levels of
informational self-disclosure across all journaling responses
were M=2, SD=1.09 for ND, M=2.04, SD=1.10 for LD, and
M=2.1, SD=1.13 for HD. The average self-disclosure levels
for thoughts were M=1.59, SD=0.85 for ND, M=1.4, SD=0.6
for LD, and M=1.62, SD=0.89 for HD.

Feelings: There was no significant effect of group on self-
disclosure of feelings. However, there was a significant effect
of experiment day on such self-disclosure (F=8.29, p<.0001)
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Figure 4. The average self-disclosure level of different groups over time.
They show the average levels of self-disclosure for Thoughts & Feelings
across the 20 days. In the first week, the self-disclosure levels were simi-
lar among the three groups; the difference increased around day 9, with
HD being the highest and ND being the lowest to disclose their thoughts.

(RQ2). Post-hoc analysis showed that the level of disclosure
of feelings on days 2-6 was significantly higher than on days
14, 16, 17, 18 and 20.

Word Count: The main effect of experiment day on word
count was found to be significant (F=7.89, p<.0001) (RQ2),
meaning that there were some days on which average word
counts were significantly different than on others. In addition,
the main effect of group, F=50.16, p<.0001, indicated that the
three groups’ mean word counts differed significantly from
each other. Post-hoc analyses indicated that HD’s word count
was significantly higher than ND’s (p<.001), as was LD’s
(p<.001). LD’s and HD’s word counts, however, did not differ
significantly from each other at any point in the experiment,
and interaction effects were also non-significant.

LD and HD had similar journaling word counts to one another,
but both were larger than those of ND. There was a main
effect of experimental day (RQ2), and in the first 10 days, the
participants wrote longer journaling responses than they did
thereafter. Among the various types of self-disclosure, only
self-disclosure of feelings similarly decreased over time.

Self-Disclosure in Sensitive Questions Session (H1)
Because the chatbot asked each participant two sensitive ques-
tions every other day, a total of 20 different sensitive questions
were asked of each person.

Information: There was no significant effect of any factor;
i.e., neither chat style nor the passage of time meaningfully
impacted how the participants disclosed information to any
version of the chatbot. The group averages of informational
self-disclosure across all sensitive questions were M=1.42,
SD=0.57 for ND, M=1.56, SD=0.63 for LD, and M=1.65,
SD=0.67 for HD.

Thoughts: In this category, there was a significant interac-
tion effect of experimental day and group (F=2.05, p<.05)
(RQ1&2), despite the separate effects of both its components

being non-significant. Figure 4 (right) shows the average
levels of self-disclosure of thoughts across 20 days. In the
first week, this type of self-disclosure was of a similar level
among all three groups, but inter-group differences strength-
ened beginning on Day 9. Although these differences were
non-significant, it should be noted that the general shape of
thought-disclosure levels was HD > LD > ND.

Feelings: There was also a significant interaction effect of
experiment day and group on the self-disclosure of feelings
(F=2.14, p<.05) (RQ1&RQ2), but no significant effect of day
alone. Regarding the significant effect of group (F=2.9, p<.05),
post-hoc analysis showed that the members of both LD and
HD self-disclosed significantly more about their feelings than
ND members did (p<.05), but that the difference between LD
and HD in this context was non-significant. Figure 4 (left),
which illustrates the above-mentioned interaction effect of day
and group, also shows that inter-group differences widened
after day 11.

Word Count: There was a significant main effect of group
on word count (F=44.02, p<.0001), indicating that the mean
word count of each group was significantly different from
that of both the others. Post-hoc analyses indicated that HD’s
word count was significantly higher than both ND’s (p<.001)
and LD’s (p<.01), while LD’s was also significantly higher
than ND’s (p<.01). Interaction effects of group were non-
significant, as was the main effect of experimental day.

In summary, comparison of LD and HD suggests that different
chatting styles can influence the lengths of users’ responses
to the same sensitive questions. In addition, ND members
interacted less with the chatbot than others did, and their word
counts were also significantly lower. Thus, we can infer that
the specifics of social interaction between a chatbot and its
users can affect self-disclosure length. Additionally, length of
use (as measured by experiment day) and chatbot variant both
might influence the participants’ willingness to disclose their
thoughts and feelings to a chatbot.

Subjective Experiences of Conversation Styles (RQ1)
To understand the differences among the chatting styles, our
interviews mainly focused on how our three conversation de-
signs influenced the participants’ experience and responses.

Perception of Interacting with the Chatbot
Most of the participants indicated that they were generally
satisfied with the chatbot, treating it as a listener. However,
despite all three groups being told that the chatbot represented
a counselor from their local area, sharp inter-group differences
emerged in how they perceived its persona.

Group 1: Most of the participants in this group felt they were
talking with a stranger, because the chatbot did not give them
any feedback, and the conversational topics were quite sim-
ilar every day. In addition, because the chatbot mostly kept
prompting users to answer questions, and was not especially
interactive, they reported that it did not respect them and/or
that it did not really try to understand what they were saying.
So, although none of them actually broke off use of the chat-
bot, they felt they could not build up a relationship with it.
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Consequently, they tended to disclose less to it than the other
two groups did. As two participant explained:

"I felt the chatbot did not understand what I said because it
just asked me a question and moved to the next one. I felt the
chatbot was a little impolite." (S15, ND)

"Talking to this chatbot was like answering a survey every
day. So, I sometimes felt annoyed when answering similar
questions every day." (S7, ND)

Group 2: Most of the LD participants indicated that using the
chatbot was like talking with a counselor, because of how the
conversation proceeded from shallow-level small talk to deep-
level sensitive questioning. This impression of the chatbot
did indeed increase their motivation to answer those sensitive
questions in detail, which echoes our quantitative findings
regarding word counts and depth of self-disclosure. As one
LD participant noted,

"This chatbot is like a psychiatrist. Somebody is behind the
bot and giving him psychiatrist characteristics. So, an AI bot
quite like a counselor, even if he is a bit stupid." (S28, LD)

Group 3: Most of the subjects in this group also thought the
chatbot was similar to a counselor. Some further indicated that,
because the chatbot also shared its own opinions and thoughts
on some questions, they felt they were genuinely exchanging
information with it, making them feel responsible to answer its
questions in detail. Through the process, participants seemed
to have felt that they have developed a stronger relationship
with the chatbot. As two participants commented:

"The chatbot sometimes shared its own experience and
thoughts when asking me a question. Its answers also in-
cluded details and thoughts, so I felt it was my responsibility
to answer its questions seriously." (S41, HD)

"I felt I should answer the chatbot’s questions in detail be-
cause I expected it to give feedback. Sometimes I would look
forward to seeing the chatbot’s opinions on my answers to its
questions." (S39, HD)

Meanwhile, two HD participants expected the chatbot to give
feedback on their disclosure. However, the chatbot did not
have the function to respond to users’ responses, which might
deter users’ motivation to disclose more. As one stated,

"I expected to get some advice from the chatbot, but it didn’t.
I was a little disappointed because I felt the chatbot did not
care what I shared." (S44, HD)

Experience of Answering Sensitive Questions.
Although our three participant groups had different self-
disclosure performances, as shown above, their thoughts when
disclosing sensitive topics to the chatbot were quite similar.

Shy about Answering Questions: Many specifically indi-
cated that they could talk freely with it because they did not
feel embarrassed to share their answers with a chatbot.

"If it were a human, I wouldn’t want to share everything, and
I would feel embarrassed. But a chatbot is not a human, so I
can talk about these things." (S2, ND)

"With humans, I need to think about my words. I need to think
about what words are suitable. With the chatbot, I could say
things straight away. I didn’t feel shy when talking to the
chatbot because it’s not a human." (S26, LD)

Reaction of the Conversational Partner: Some participants
further compared the experience of chatting with the chatbot
to talking with someone anonymously online. With the chat-
bot, they felt they did not need to worry about its reactions.
Interestingly, some participants noted that, even if they had
been talking anonymously to another person who was like-
wise anonymous, they would still worry about that person’s
reaction or judgment. Such feedback strongly highlighted the
benefits of using chatbots to encourage users’ self-disclosure.
One participants called it,

"[v]ery different from talking to a human. If the human is an
online anonymous person, I would still feel that I should care
about the feelings of the person who is talking with me. Even if
I don’t know this person, I should think about that person. But
I don’t have to care about the chatbot. I can just talk about
myself and focus on how I feel. With a real human, I really
care about the person’s reaction, and how it will affect me."
(S38, HD)

Another said: "I can say anything to the chatbot. If I’m texting
with an anonymous online person, I still cannot disclose ev-
erything. I would think about the person’s feelings and how
s/he would react." (S32, LD)

Several participants (S4, S18, S31, S36, and S37) specifi-
cally indicated that, although they had known that researchers
might review their responses, they still felt comfortable self-
disclosing. For instance:

"The chatbot once asked me about a sexual relationship. I
think I was able to respond to this question because it was a
chatbot. If it were a real human, I wouldn’t be able to respond
to this question. Because chatbot is not a human, I don’t feel
embarrassed. I know that there is a research team behind
the chatbot, but I’m facing only the chatbot when giving my
answers, and feel safe doing so." (S31, LD)

Bond with the Chatbot (H2)
By examining the perceived intimacy and enjoyment of con-
versing with the chatbot over time, we found chatbot’s self-
disclosure significantly affected the users’ bond with the chat-
bot.

Enjoyment: There was a significant main effect of group on
enjoyment (F=23.46, p<.0001). That is, at the end of the
first week, mean self-reported enjoyment scores were similar
across all three groups (ND: M=4.8, SD =1.16, LD: M=4.5,
SD=1.13, and HD: M=4.9, SD=1.34). There was also an
important inter-group difference at this time-point, with HD
reporting significantly higher enjoyment than ND (p<.05);
and a significantly positive within-group main effect of time
(F=13.4, p<.01), almost all of it driven by increasing enjoy-
ment levels among HD members (F=4.68 and p<.01). LD’s
mean enjoyment level also increased, but not significantly,
while ND’s was virtually unchanged.
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Trust: In the trust level, there was again a significant effect of
group (F=6.05, p<.01). LD (F=3.98, P<.05) and HD (F=4.08,
P<.05) both reported significantly more trust than ND. Though
all three groups posted increases in trust (ND: M=4.8->5.31,
LD: M=5.6->6, and HD: M=6->6.3), such changes over time
were not statistically significant within any group.

Intimacy: There were also main effects of both group mem-
bership (F=19.7, p<.0001) and time-point (F=9.4 and p<.01)
on self-reported intimacy levels. All three groups had very
similar levels of intimacy with the chatbot as of the end of
the first week (ND: M=4.43, SD=0.98, LD: M=4.38, SD=
0.77, and HD: M=4.93, SD=1.10). At the end of the third
week, however, HD’s level was significantly higher than ND’s
third-week level (F=4.8, p<.01) and its own first-week level
(M=5.87, p<.05). Though the mean values of intimacy for ND
(M=4.75) and LD (M=5.13) also increased during the same
period, such changes over time were not significant.

Among the above results, the most surprising one is that trust
level did not significantly increase for any group over time,
and the small-talk condition resulted in the highest trust level.

Sustained Interactions with Chatbots (RQ2)
Overall, we found that participants’ self-disclosure behav-
ior was affected while chatting with the chatbots for three
weeks, although it had some differential effects across the
three groups.

Group 1: Many of the ND participants felt interested in the
beginning, but became bored because they talked about similar
topics with the chatbot each day. Although the chatbot also
asked them sensitive questions, their conversation with the
chatbot was in general a one-way street. Thus, lack of interac-
tivity also helped drive the gradual decline in user interest. As
two participants explained:

"In the beginning, I enjoyed talking to the chatbot because it
was new to me. But gradually, it became less enjoyable. It
asked about my feelings, emotion, and mood every day. I don’t
like being asked the same questions again and again." (S13,
ND)

However, some ND participants expressed a different perspec-
tive about chatting with the chatbot. Instead of feeling bored
due to its relative lack of interactivity, they valued it for the
chance it gave them to answer intimate questions and to recall
their moods and experiences, because reflecting on those ques-
tions could help them better understand themselves and deal
with their own mental well-being. As one interviewee from
this group mentioned:

"Thinking about these things is interesting. Reflecting back
about these tough things reminds me of my past experiences
and bad emotions back then, and I realize that I have become
stronger than before. I discover myself by comparing my past
to my present." (S8, ND)

Groups 2 and 3: The participants in LD and HD had similar
experiences with the chatbot, which differed across these two
groups only in terms of its deeper self-disclosure responses.
Most of these users indicated that they felt more intimate

with the chatbot over time, and specifically mentioned that
when they discussed deeper topics, they felt comfortable about
giving it their answers. One noted:

"At the beginning of the study, I just wanted to finish the
chatting task. But after talking with this chatbot for a week, I
became more willing to talk to it, especially when we chatted
about some sensitive topics, which were not the kinds of things
you could talk about with a stranger." (S18, LD)

In LD specifically, a few participants felt that, when the chat-
bot answered their questions, its responses were general and
superficial, which made them feel it lacked personality. This
feeling appeared to lower their motivation to use the chatbot.
One participant said:

"Sometimes I feel awkward because the chatbot cannot give
me proper feedback. It only gave me some general responses
or information you could find on the Internet and then changed
the topic, which made me feel like I had said something awful
or boring." (S23, LD)

In HD, some participants expressed stronger feelings that
they made headway in their relationships with the chatbot, and
came to better understand its background over time, because its
self-disclosures consistently reflected a particular personality
we had given it. These participants started to feel that talking
with this variant of the chatbot might really bring some benefits
to their lives, and some specifically indicated that they would
like to keep using it or something similar after the experiment
ended.

"Two weeks ago when I started talking with the chatbot, I felt
that I was talking to a robot. But as I chatted more, I felt more
intimate with him and knew him better. So, now I’d like to
share things with the chatbot over the long term." (S41, HD)

DISCUSSION
A major contribution of our work is that our results showed
an effective chatbot design that promoted deep self-disclosure
over time. We investigated the effect of the self-disclosing
chatbot on the depth of people’s self-disclosure over three
weeks, and studied the effect across two chat sessions. Our
results not only showed that the chatbot’s self-disclosure level
has a stronger effect on user’s deep self-disclosure over time,
but also explained how factors contributed to the effect. These
findings extend knowledge of how chatbot designs and time
influence users’ depth of self-disclosure, which benefit future
chatbot design for mental wellbeing.

Depth of Self-disclosure
With regard to RQ1, on how the chatbot’s conversational styles
influenced users’ self-disclosure behavior, we found differen-
tial impacts depending on whether the users were responding
to sensitive questions or journaling prompts. For the former,
HD members wrote longer narratives than ND or LD mem-
bers, and described more feelings than ND members. These
results are roughly in line with previous research [41, 12],
which indicated that computer agents’ self-disclosure could
facilitate their users’ self-disclosure. Our findings extend the
prior literature by showing that the chatbot’s level of disclo-
sure mattered - users who conversed with chatbots with a high
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level of disclosure engaged in deeper self-disclosure. It should
also be noted that, in the case of HD, our chatbot only engaged
in self-disclosure during a small-talk task, meaning that these
users did not receive any chatbot self-disclosure while answer-
ing sensitive questions; and therefore, allowing future chatbots
to self-disclose during a wider range of conversational tasks
might yield different results. This finding implies that HD
users engaging in conversation lead to high self disclosure
when answering sensitive questions.

Interestingly, in the case of the journaling task, LD and HD
members produced longer narratives, but the categories and
levels of self-disclosure barely varied across the three groups.
This suggests that chatbots’ conversational styles may have
a stronger effect in the context of sensitive questions than
during other methods of eliciting users’ self-disclosure. There
are two other possible reasons for this, both relating to our
experiment’s design. First, journaling was always the first
chatting task; thus, users might not have been fully focused
yet when chatting about journaling, and by the time their
focus had increased to its final level, the journaling component
had ended. Second, the conversational design for journaling
in this experiment was to record each participant’s emotions,
emotional responses to events, stress, and so forth, which could
have made it hard for some of them to reach deeper levels of
self-disclosure, due to the simplicity and directness of the
questions asked. Therefore, future research may try different
types of journaling tasks, such as gratitude journaling [15], to
explore these and other potential question-type effects.

Effect of Time
With regard to RQ2, on how the chatbot’s conversational styles
affected people’ self-disclosure behavior over time, our results
suggest that time was a clear influence on both users’ self-
disclosure behavior and experience.

In the case of sensitive questions, we found that there were in-
teraction effects of experiment day and group on the disclosure
of both thoughts and feelings. Figure 4 shows that increases in
such disclosures rose the most among HD members, and the
least among ND members. In response to any given question,
also, HD’s users tended to disclose more feelings and thoughts
as time went by than ND’s did: a finding supported by our
interview results. HD members also perceived significantly
stronger intimacy over time, which implies that a higher level
of chatbot’s self-disclosure could gradually increase users’ in-
timacy with a chatbot. This finding is in line with previous re-
search findings [38] that mutual self-disclosure could improve
human dyads’ intimacy levels. Furthermore, in interviews,
HD members seemed more willing to keep interacting with
the chatbot for longer because they felt closer to it than their
ND and LD counterparts did. This observation appears to echo
Lee et al.’s [30] findings that some individuals’ exhibited signs
of attachment to their chatbot after two weeks of exchanging
history with it. Therefore, these results demonstrate the impor-
tance of time, not only to humans’ self-disclosure, but to the
building of relationships between humans and chatbots.

In the case of journaling, longer periods of interaction with
the chatbot decreased users’ self-disclosure, both in terms of
narrative length and, in the third week, the self-disclosure of

feelings. As discussed above, the chatbot’s conversational
styles appear to have had less marked effects on users’ self-
disclosure in the journaling condition; however, we still found
that HD and LD wrote longer responses than ND, which might
be explained by the norm of reciprocity [3], and by the fact LD
and HD members were more familiar with their chatbot vari-
ants’ conversational styles than ND’s were by the same time
point. Two additional phenomena might explain the observed
decreases in self-disclosure of feelings during journaling. First,
as prior studies [42, 21] mentioned, self-reflection could help
people strengthen their emotional intelligence, so users who
reflected on their emotions every day via the journaling chat
might gradually change in terms of how they reflected on
emotional events, and thus reflected increasingly rationally
before answering the chatbot’s questions. Indeed, from our
interview results, we can see that the participants appreciated
the chatbot’s encouragement of their reflections on their men-
tal status. Second, by the latter part of the experiment, the
participants may simply have said all they had to say about
their past and current emotions, so we may have been observ-
ing conversations about them naturally ’tailing off’ to avoid
repetition.

Ethics
This work explores effective chatbot designs for eliciting users’
deep self-disclosure, thus, users’ privacy and potential ethi-
cal issues should be carefully considered. Kretzschmar et al.
outlined minimum ethical standards for using chatbots in men-
tal health support, which is relevant to our research contexts,
thus we discuss ethical issues as follows by referring to the
perspectives addressed in [28].

Privacy and transparency: Some participants provided ex-
tremely sensitive content when chatting with the chatbot, e.g.,
experiences related to abuse and depression. Such information
should be kept confidential and de-identified. Users should fur-
ther have the option of anonymizing their content. In addition,
the transparency of data processing should be granted. For our
research, we clearly stated that their conversation data would
only be analyzed by the researchers for research purposes
and would not be shared with others without their permission.
However, we find, in the market, many chatbots are deployed
on existing messenger platforms (e.g., Skype and Telegram).
The third parties’ privacy policy should address how to prevent
users’ data from being collected by third parties without any
permission.

Efficacy: Some participants mentioned in their interviews that
talking with the chatbot felt as if they were talking with a
psychiatrist - they even expected professional feedback from
the chatbot. This implies that the users may assume the chatbot
has more intelligence than it actually does, which might lead to
users not reaching out to professionals for proper help. Hence,
when deploying a chatbot system for mental well-being, users
should be informed and reminded what effects/risks to expect
from the chatbot.

Safety: In this study, although we recruited participants who
were less likely exposed to serious psychological distress,
users’ deep self-disclosure may still arouse users’ negative
experience and thoughts. To address unwanted situations, we
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had experienced psychiatrists review our chatbot and study
design. We also provided the participants with emergency
contact information so that they can ask for help in case of
an emergency. For real use, an effective monitory mecha-
nism might be further necessary for addressing unexpected
psychological crises and stop the participation.

Design Implications
Designs for Self-disclosure and Mental Health
Our findings indicate that users’ self-disclosure behavior can
be influenced by chatbots’ conversational styles, but that it
might also depend on expectations of the type of conversation
that they will have. Therefore, if chatbot conversations include
sensitive questions, their conversational designs should con-
sider incorporating self-disclosure by the chatbot, to signal
users that a certain type of conversation is in progress and,
more specifically, that their own self-disclosure will be wel-
comed. Conversely, if the chatbot is aiming to collect some
relatively non-sensitive information (e.g., journaling) [45], its
conversational design could incorporate general small talk.

Our results also imply an influence of the passage of time on
chatbot users’ self-disclosure behavior, in the case of both sen-
sitive questions and journaling prompts. Moreover, based on
users’ feedback, their intimacy levels and relationship close-
ness with the chatbot increased or decreased over time depend-
ing on which conversational styles were in play. Therefore, our
findings extend prior ones [41], that chatbots self-disclosing in
a human-like way can convince users to continue answering
highly sensitive questions.

Our findings might be applied to the design of mental health
care systems that aim to track users’ emotions and deeply
personal information [15, 18] to assist counselors in under-
standing their clients efficiently. Prior studies has also shown
the importance of deep self-disclosure in the context of mental
health [16, 33]. By integrating machine learning that assess
users’ self-disclosure content [47, 10], future chatbots could
be more efficiently used to advise users to practice coping
mental well-being. However, ethical questions - for instance,
whether the information collected by a chatbot should be di-
rectly shared with a third party without giving users the chance
to modify it, if the users’ trust in a chatbot could be transfer to
a third party (e.g., counselors), as well as the amount of user
time such systems may require, are important considerations
that will have to be discussed in the future.

Listen to Me, Do Not Judge
Previous work has suggested that anonymity is a key to en-
couraging people to self-disclose. For instance, some online
platforms such as Reddit allow users to post messages anony-
mously; this has facilitated the formation of virtual communi-
ties in which people freely self-disclose their stress, depression,
and anxiety [10] in ways that can help them maintain their
mental well-being.

Interestingly, our interview results indicate that when answer-
ing the chatbot’s sensitive questions, our participants felt com-
fortable engaging in self-disclosure because they felt it would
not be judgmental about their answers. Some also mentioned
that even when chatting anonymously online, they worried

about their human interlocutors’ reactions and judgments.
Thus, in addition to anonymity, the avoidance of reaction or
judgement in real-time conversations may be a useful way of
promoting self-disclosure. However, while users may not want
or need chatbots to respond to their answers immediately, this
should not be taken to rule out simple chatbot reactions such
as active listening [43], since in our data, too little interactivity
led ND members to feel that the chatbot was disrespectful.

Limitation and Future Work
This study has some limitations. First, we did not compare
the dropout rate for their daily chatting tasks. Our chatbot
automatically sent a reminder to participants if the participant
missed two daily tasks, and we encouraged them to finish
tasks every day, thus, these instructions might leave a strong
impression for the participants to finish the chatting task. In
general, only about zero to two participants missed the task
per day.

Second, in this study, we did not mean to include participants
who had severe mental issues, because our sensitive questions
included some questions asking them to recall failures and
depressing moments which might have some unpredicted ef-
fects for them. Including people with mental illness could be
helpful for us to know if the designs could be used to help
improve mental well-being. The contributions are also worth
considering in future work.

Third, according to the SPT [1], intimacy and trust may be
built over time, thus, we included both constructs in the study.
There are other constructs that could be measured [16], but
our measurements are not meant to be exhaustive. Finally,
the chatbot was built based on a counselor’s personality and
experience to give a rationality for the reasons why the chat-
bot was asking their emotional and sensitive questions. This
design can also allow us to give chatbot’s self-disclosure from
a human’s perspective. However, the chatbot’s self-disclosure
content may have an effect. Future work should consider in-
volving more role’s personality to explore the potential effect
for self-disclosure.

CONCLUSION
In this study, we conducted a three-week study to investigate
how self-disclosure of chatbots affects users’ self-disclosure
behavior. Both conversation styles and the time elapsed
since the start of the experiment influenced users’ subjec-
tive experiences of using the chatbot and their objective self-
disclosure behavior. In general, the chatbot that made its own
self-disclosures performed better at facilitating its users’ self-
disclosures in response to sensitive questions, successfully
encouraging users to provide longer responses and express
deeper thoughts and feelings on sensitive topics. However,
this effect might only be applicable to sensitive questions, in-
sofar as in the case of journaling, answer length decreased and
fewer feelings were disclosed as time went by.
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