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ABSTRACT
Field-of-view limitation has been a long standing issue in
video communication systems. With the advancement of om-
nidirectional panoramic technology, the omnidirectional cam-
era, which can provide a 360-degree field-of-view, has gotten
more and more popular within the last few years. Previous
research indicated that one-way video communication systems
with a wider field-of-view improves task efficiency. Therefore,
we propose to utilize omnidirectional cameras in a symmet-
rical video communication system and study how it affects
remote collaboration. In this study, we conducted experiments
with two conditions (omnidirectional camera + spherical dis-
play vs. omnidirectional camera + horizontally placed 2D flat
display) and analyzed how the display types affected remote
collaboration. Our results show that participants slightly pre-
ferred the spherical display than the 2D flat display. We also
show the advantages and disadvantages of each display. The
findings contribute to our understanding of how to design an
environment for remote collaboration that captures and shows
360-degree panoramic view of a remote site.
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INTRODUCTION
A long standing problem with video communication systems
was the limitation of the field-of-view. Some early studies on
video communication systems [5] [7] [8] pointed out that the
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Figure 1: The 360-degree panoramic video communication
systems. Two geographically separated rooms are connected
by two different types of 360-degree panoramic video com-
munication systems, a combination of omnidirectional camera
and a spherical display (left column) or a horizontally placed
2D flat display (right column).

narrow field-of-view limits peripheral awareness of activities
in a remote scene and often makes remote activities unnoticed.
To solve this problem, Gaver et al. studied the effect of a sys-
tem that virtually enhances the field-of-view by controlling a
remote camera’s movements using head movements in a local
office. However, such mechanical solutions introduced some
problems regarding system size, control speed, and accuracy.

Another possibility is to employ panoramic video technolo-
gies [14] [24] [31] which are widely available nowadays. Un-
like traditional cameras, this new type of cameras can capture
panoramic images in one shot which provides up to 360-degree
field-of-view. Such technologies seem to open new possibili-
ties to solve the problem of a narrow field-of-view. For exam-
ple, Johnson et al.[14] compared remote operation of a telep-
resence robot using three kinds of field-of-view video feed:
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narrow (45°), wide angle (180°), and panoramic (360°). Their
results showed that wider views led to better task efficiency.
However, the panoramic field-of-view increased complexity
of the visual image and required greater cognitive load than a
narrower field-of-view. Other studies like [16] and [31] affixed
a 360-panoramic camera to a local participant so that a remote
participant could view the captured images either by a head-
mounted display (HMD) [16] or a tablet terminal [31] . Even
with such solutions, however, remote participants seemed to
have difficulty in perceiving spatial information of the local
environment. Another issue of these studies is that, except for
limited exceptions [21] [24] , proposed systems tend to create
asymmetrical communication environment, i.e., system con-
figurations are different between remote and local sites. It is
pointed out that such asymmetricity of video communication
environments disrupts reciprocity of communication [7] [20].

In this paper, we are interested in knowing whether these
issue of increased complexity/workload and asymmetricity of
communication could be improved by using a more proper
camera-display configuration. We are particularly interested
in understanding the pros and cons of using different types of
displays in remote collaboration context that incorporates real-
world objects. Although there are some display methods which
can show 360-degree contents and also allow symmetrical
video communication across distance, they have some issues
when used for remote collaboration. For example, immersive
projection technologies such as a panoramic dome display [1]
or a cave display [10] confines users inside their space which
limit user’s interactions with real environment.

An alternative solution is to use a spherical display [2] [11].
Due to its three dimensionality, we can expect that a spher-
ical display could naturally display the 360-degree images
and reduce observers’ cognitive load. Although conventional
spherical display did not support symmetrical communica-
tion, Li et al.[17] proposed OmniEyeball as a new 360-degree
panoramic video communication device that enables symmetri-
cal communication. They embedded omnidirectional cameras
into a spherical display system. The OmniEyeball can capture
a 360-degree panoramic live video stream, send the data via
wireless connection and also display the live video feed from
another OmniEyeball on its spherical surface. Because the sys-
tem can exchange the image of the whole environment around
the devices, users are not constrained by the camera position
or display orientation, i.e. users can position themselves any-
where around the device. Li et al. expected that the 360-degree
panoramic video image using the OmniEyeball could improve
telepresence of remote users and the performance of remote
collaboration. However, they have not reported any user study
with the system.

In our study, we compare two types of video displays (2D
flat display vs. spherical display) for showing the 360-degree
panoramic view of a remote site. We explore how the shape
of the displays affects remote collaboration that incorporates
real physical environment. The findings contribute to our
understanding of how to design an environment for remote
collaboration that captures and shows 360-degree panoramic
view of a remote site.

RELATED WORK

Effect of Field-of-view in Video Communication
Problems caused by narrow field-of-view of a video camera
has been discussed since the early studies of video commu-
nication systems [5] [6] [7] [15]. Fish et al. pointed out that
reciprocity between participants such as "if you can see some-
one else, they can see you" [5] was not maintained in their
VideoWindow system. For example, it was easy for a par-
ticipant to stand outside of the field-of-view of a camera so
that even though he/she could see remote participants, they
could not see him/her. They further commented that they
needed new ideas in design and placement of cameras and
monitors. To challenge this issue, Gaver et al. proposed to use
multiple cameras and monitors to cover a wider range in a col-
laboration space. However, they found that "the necessity of
switching among views increased the difficulty of establishing
the relations among them and negotiating a mutual orientation
towards the task [7]."

In their subsequent study, Gaver et. al [8] tested the effect of
a remote controlled camera which was expected to overcome
the limitation of a narrow field-of-view. However, the system
revealed various problems due to unavoidable features of me-
chanical systems in control, i.e., delay, accuracy, and noise.
Then, as a future direction, they suggested to employ fisheye
view image [9]. Recently, Luff et al. have conducted an ex-
periment using multiple telepresence robots [29]. However,
they also suffered from the narrow field-of-view problem and
suggested to employ spherical images.

To investigate how the different field-of-view affect remote
collaboration, Johnson et al. compared three field-of-view an-
gles (narrow (45°), wide-angle (180°), and panoramic (360°))
of a camera on a telepresence robot [14]. Their experimental
results indicated that wider field-of-view supported better task
efficiency. However, they also pointed out that users felt more
difficulty in perceiving panoramic view, suggesting the neces-
sity for further exploration of user interfaces for a panoramic
video communication system. Even though there are some
other studies that explored the use of 360-degree panoramic
video system [16] [31], another issue for these systems is that
their system configurations were asymmetrical. In other words,
users at a local site could see the 360-degree panoramic video
that captured the remote site, but not vice versa - the video
configuration did not allow equal contribution from both local
and remote sites.

Meanwhile, some studies have already proposed video com-
munication systems that enable the exchange of wide field-
of-view images symmetrically. CamBlend [24] was a sym-
metrical video conferencing system that integrated wide field-
of-view(180°) images with high-precision in-context views.
However, this system could cover only one side of the room.
t-Room [33] [32] is a room size video communication system
that consists of multiple screens, cameras, and tables and en-
ables to exchange panoramic images of the two rooms over
the distance. The system creates an illusion of merging two
geographically separate rooms. However, the actual shared
area in the t-Room is constrained to the area close to the screen
surfaces. Therefore, it is still challenging to realize a symmet-



rical video communication system that enables to exchange
spherical images over the distance.

Spherical Image System
As suggested by Gaver et al. [9] and Liccope et al. [18], we are
interested in using spherical images (360-degree panoramic
images) for video communication. In this section, we briefly
review the technologies related to spherical images. One of
the recent trends in digital (video) cameras is the omnidirec-
tional camera. Although the technology has been explored for
a relatively long time, recent advancement in digital technol-
ogy made high definition omnidirectional panoramic cameras
affordable to general consumers.

Various display methods have been proposed to view such
spherical images. One method is to simply use an ordinary 2D
flat display. For example, the whole spherical image can be
shown by distorting the image in a circular shape or, to reduce
the distortion, by showing part of the image and allowing
users to control the viewing orientation using cursor keys or
a pointing device (QuickTime VR or Application of Ricoh
Theta 1). Instead of using an ordinary 2D flat display, there are
some alternative methods. A recent trend is to use a HMD or
to use a mobile terminal. Another advanced method is to use
a spherical display. GEO-COSMOS [22] is the world’s first
full color spherical display. However, because its diameter is 6
meters and weighs 13 tons, it is not suitable for ordinary users.
With the advance of projection technologies, however, several
smaller spherical displays have been prototyped [2] [4] [23]
[27] [28] [26] and are even commercially available now [13]
[12] [30] [3].

To overcome the problem of a narrow camera field-of-view, we
are interested in using spherical images for video communica-
tion. To the best of our knowledge, in spite of the availability
of spherical cameras and displays, no studies have explored
how such technologies can support symmetrical video com-
munication. Especially, it is important to explore the usability
issue. Therefore, this study compares two display methods for
spherical images, 2D flat displays and spherical displays. We
decided not to include VR HMDs or mobile terminals because
such systems cannot show the whole spherical image at once
and introduce the narrow field-of-view problem.

Collaboration with Symmetrical System Configuration
Many studies have been investigating how video communica-
tion technologies can support remote guidance, e.g., a remote
helper gives instructions to a local worker to manipulate ob-
jects or showing physical locations in a local site [6] [20] [15].
Typically, these collaborations require referencing, showing,
and manipulation of real world objects [18]. With only a
few exceptions [21] [18], tasks for most of such studies are
unidirectional, i.e., from a remote participant to a local partici-
pant, and the system configuration is asymmetrical between
remote site and local site. Our current study, on the other
hand, investigates systems that supports remote collaboration
with symmetrical system configuration. For instance, partic-
ipants conduct equally complex task on both geographically
distributed sites while exchanging information to each other.
1https://theta360.com/en/about/application/

Figure 2: The diagram of the panoramic video system. The
input of the system is from the Kodak camera. The output is
either on the spherical display or the 2D flat display.

PANORAMIC VIDEO COMMUNICATION SYSTEMS
We configured a panoramic video terminal by integrating the
omnidirectional camera with a display, which is either a hemi-
spherical display or a 2D flat display. Hemispherical display
type is identical to OmniEyeball. For this type, we integrated
the WorldEye hemispherical display [3] with the Kodak PIX-
PRO SP360 4K camera [19] (Figure 2). The Kodak omnidi-
rectional camera is attached atop the WorldEye display. The
Kodak camera is equipped with a fisheye lens which covers a
235-degree field-of-view. It compresses the 235-degree space
into a circular fisheye image by equidistant projection and the
fisheye image can be easily shown in the WorldEye display.
The WorldEye display is a hemispherical display with output
resolution of 480*480. By feeding a circular hemispherical
image to the WorldEye display, it can directly map the image
onto its hemispherical screen. The Kodak camera is able to
output a 1440*1440 pixels live video stream with 5fps over a
USB connection. Then an image processing module on a PC
receives the video stream, converts the resolution to 480*480
pixels, and sends it to the WorldEye display.

In this study, for panoramic video communication, we inter-
connected two identical panoramic video terminals in different
rooms via LAN (local area network).To be more specific, live
video stream captured by the local omnidirectional camera
is transformed to 480*480 pixels, transferred to the remote
counterpart terminal using TCP/IP protocol, and displayed on
the remote hemispherical display. For audio transmission, we
used Skype.

For the 2D flat display type, we employ DELL 24-inch display.
To minimize the difference between the two types of displays,
the PPI (pixel per inch) were set to be the same in order to
achieve same display effect in both conditions. Otherwise, we
employed the same technologies for video/audio transmission.



Figure 3: Left: The physical layout of both two rooms. Middle and Right: The real environment of the room when using the
spherical display or the 2D flat display.

Figure 4: The diagram of the panoramic video communication
system. Person B and C are standing across from each other.

This omnidirectional communication system requires careful
directional calibration to enable one-to-one communication
between two environments. For instance, as shown in Figure
4, the orientations of cameras and spherical displays should
be properly configured in a way that if C stands across from B
(in the display) in one end, also B should stand across from C
in the other end.

EXPERIMENT
Using two types of symmetrical panoramic video communi-
cation systems, we conducted an experiment to explore the
possibility of using omnidirectional cameras for remote collab-
oration. Especially, we are interested in the impact of display
types on 360-degree panoramic video communication. Specif-
ically, we plan to answer the following questions:

1. How do users perceive the video images differently between
the 2D flat display and the spherical display?

2. How does the display type affect participants’ actions during
remote collaboration in a real physical environment?

Method
We based our research on four people remote collaboration
because the panoramic video communication is able to support
group-to-group remote communication. In order to study the
features of a 360-degree field-of-view, we designed a pattern
matching task which asked the participants to walk around the
video communication system.

Conditions
We compared the 360-degree panoramic video communication
between hemispherical camera + hemispherical display (spher-
ical display condition) vs. hemispherical camera + horizon-
tally placed 2D flat display (2D flat display condition)(Figure
1). For this experiment, we employed OmniEyeball technol-
ogy (spherical display condition) because it has been the only
existing system that enables asynchronous communication in
a real physical environment. However, its apparent drawback
is that one should walk around the terminal to observe the
whole hemispherical image. Therefore, we also designed a
system that employs a horizontally placed 2D flat display. Our
intention is not to prove one is better than the other. Rather,
we aim to investigate how the symmetrical video communica-
tion in a real physical environment can be supported by two
possible technologies and figure out the pros and cons of each
technology.

Apparatus
We used two mutually isolated rooms with the identical ar-
rangement as communications sites (Figure 3). There were
four panels (representing four walls) and one table in each
room. The table was set in the middle and the distances be-
tween the table and four panels were the same. The two rooms
were connected by panoramic video communication system
using a gigabit network. The displays were located at the same
height for both conditions.

Participants
Ten groups of four participants (40 people in total) were re-
cruited for this experiment. The average age was 23.5 years
old. 21 of them were students in the department of computer
science. 29 people used video communication applications
in their daily life. No participants had prior experience with
panoramic video communication systems.

Task
Each task consists of four participants, with two participants
collocated in one room. One room was provided with a set
of 28 geometric pattern figures, each figure printed on a sheet
of paper. These figures were put up on four panels (seven
figures on each panel) in the room. The other room was given
the same set of figures put up in different positions of the



Figure 5: Five questions in the questionnaire designed on a
five-point scale (1 = Strongly Disagree to 5 = Strongly Agree)
to measure the feelings of participants after using panoramic
video communication systems with two different displays.

Figure 6: Two additional questions in the questionnaire to ask
participants’ preference between the two displays.

four panels. We asked the participants to match all the figures
collaboratively across the rooms. Time was measured during
the task and all participants were asked to finish the task as
quickly and correctly as possible. If needed, they could take
off the figures from the panels freely to show them to the
remote partners or just to rearrange the figures. Scotch-tapes
were used on the back of the figures so that they could easily
put figures back to the panels.

Design of our collaborative task is affected by [24] [14] and
[18] in that it requires participants to move around in a shared
space, and show objects to remote participants, identify remote
objects, refer to remote objects, and ask remote people to
manipulate remote objects. Although it may not be naturalistic,
we designed our task to incorporate as many of these actions
as possible.

The experiment was within-participants design, i.e., partici-
pants conducted the task in two rounds, once in the spherical
display condition and once in the 2D flat display condition.
Therefore, two different sets of figures were prepared so the
two rounds of tasks would not use the same figures. In addi-
tion, the two different sets of figures were used for the two
conditions in alternation, thus the difference of difficulty be-
tween the two sets did not affect the results of the experiment.

Each group had to complete two rounds of tasks. Half of the
groups used the spherical display in the 1st round and used the
2D flat display in the 2nd round, while the other half did it in
the opposite order.

Procedure
1. Preparation: Firstly, participants were given a brief introduc-

tion to the experiment and panoramic video communication
system, introduced to each other, split into two groups and
did a practice round with six figures. After the practice,
the correctness of their answers was checked and they were

given two minutes to discuss how to complete the task more
efficiently in the main experiment.

2. Main experiment: Five of the ten groups started the round
with the panoramic video communication using the spher-
ical display and the other five groups started using the 2D
flat display. They were asked to match all the 28 different
figures with the corresponding figures in the other room.
Stickers and pens were prepared on the table so they could
number the figures by writing the number on the sticker and
stick it on the figure. When they finished all the figures for
the first round, participants were asked to complete a short
questionnaire concerning their thought about the condition
in the first round. Then the display was replaced by the
other one and the figures were also changed to the other
set. Next, participants were asked to do the second round
of task with the same rules. When they finished the task,
participants completed another short questionnaire about
the current condition.

3. Debriefing: After finishing the two rounds of task, partic-
ipants filled in a final questionnaire about their opinions
and comments on the two conditions and also the overall
impressions about panoramic video communication.

Measures
We employed objective and subjective measures in order to
examine task efficiency and users’ perception of video images
during the remote task. Each session was video-taped for
post-analysis.

Objective Measures
We evaluated the collaborative efficiency based on completion
time (the time it took the participants to complete the task) and
completion accuracy (the number of correct pairs/total pairs).

Subjective Measures
We conducted a post-task questionnaire consisting of 5 ques-
tions per condition (10 in total), designed on a five-point scale
(1 = Strongly Disagree to 5 = Strongly Agree) to measure the
feelings of participants after using the panoramic video com-
munication systems with two different displays. We expected
that most of the variance in the answers of the questionnaire
could be explained by four sets of correlated questions, which
are "Visual Cognition", "Presence", "Perceived Workload"
and "Communication Difficulty", respectively. The detailed
questions are listed in Figure 5.

In addition, Compatibility – a measure of the participants’
feeling regarding which display is more proper for the 360-
degree video communication system, was evaluated by 2 ques-
tion shown in Figure 6. The participants could answer them
by choosing from "Spherical display", "2D flat display" or
"Same".

The features including pros and cons of both displays were
investigated by additional free-response question. Question
contributing to this measure was: "Please write down the
advantages and disadvantages of each display which are found
in this experiment". The participants’ qualitative comments
for the free-response question were used to sum up the pros



Figure 7: Mean scores of questions from Q1 to Q5. "*" and "**" denote significant difference at p < 0.05 level and < 0.01 level.
The error bars depict the standard deviation.

Figure 8: The statistical results of Q6 and Q7.

and cons of the two displays, which might also help to support
the results of the above questions.

RESULTS
To answer to the research questions stated above, we con-
ducted quantitative and qualitative analysis to the experiment
data. Firstly, we analyzed collaboration efficiency and then
analyzed the questionnaire results to see how the display types
affect user perception. Finally, we analyzed participant com-
ments and video recordings to see how display type affected
remote collaboration.

Collaboration Efficiency
The average task completion times were 485.6 seconds (SD =
71.65) and 513.6 seconds (SD = 124.29), by using the spherical
display and the 2D flat display, respectively. Wilcoxon signed-
rank test showed no significant difference between the two
conditions (Z = -.7139, p =.4752). As for the completion
accuracy, the average task completion accuracies were .9892
(SD = .0339) and .9928 (SD = .0226), respectively. Wilcoxon
signed-rank test showed no significant difference between the
two conditions (Z = -.0743, p =.9407).

As for the results of the questionnaires, since Kolmogorov-
Smirnov test showed significant difference between the distri-
butions of the two sample sets, we ran a Wilcoxon matched
pairs test.

Questionnaire Results
As shown in Figure 7, the results of the questionnaires were
analyzed using Wilcoxon signed-rank test with the display
condition as the factor.

1. Visual Cognition – The average scores of Q1 were 3.73
for the spherical display, 3.33 for the 2D flat display and
we found a significant difference (Z = 2.0296, p = .0424)
between the two conditions. According to the results, the
participants seemed to feel that images in the spherical
display were easier to recognize than the images shown in
the 2D flat display.

2. Presence – The average scores of Q2 were 2.78 for the
spherical display, 2.13 for the 2D flat display and there was
a significant difference (Z = 2.5098, p = .0121). The average
scores of Q3 were 3.23 for the spherical display, 2.75 for
the 2D flat display and there was a significant difference (Z
= 2.1059, p = .0352). Overall, it seems that the spherical
display provided a stronger feeling of telepresence than the
2D flat display.

3. Perceived Workload – The average scores of Q4 were 3.73
for the spherical display, 3.33 for the 2D flat display and
we found a significant difference (Z = -2.2141, p = .0268)
between two conditions. The results indicate that the partic-
ipants felt more fatigued when using the 2D flat display.

4. Communication Difficulty – The average scores of Q5 were
1.95 for the spherical display, 2.50 for the 2D flat display.
We found a significant difference between two conditions (Z
= -3.0918, p = .0019). The results indicate that the partici-
pants seemed to feel harder to have one-to-one conversation
when using the 2D flat display than using the spherical
display.

5. Compatibility – According to the results of Q6, 60 percent
of the participants thought that the spherical display is better
for displaying the 360-degree panoramic image. The results
of Q7 indicate that the 2D flat display is equally fast and
easy as the spherical display for searching in the display,
shown in Figure 8.

Findings from Participants’ Comments
Participants’ comments were obtained from the free-response
question in the questionnaire. Figure 9 summarizes the spher-
ical display’s advantages as well as disadvantages with the
corresponding number of participants.

Opinions about the 2D flat display were also gained from the
results of the free-response question. The advantages and



Figure 9: The pros and cons of using the spherical display in
the panoramic video communication.

Figure 10: The pros and cons of using the 2D flat display in
the panoramic video communication.

disadvantages of the 2D flat display are summarized in Figure
10 with the corresponding number of participants.

Findings from Observational Analysis
In addition, we found distinctive scenes in the video recordings
of the experiment. For example, sometimes participants di-
rectly communicated when standing on different sides, which
was not common in the experiment. Furthermore, participants
seemed to have difficulties showing an object (i.e. sheet of
paper with printed images) to remote partners in the 2D flat
display condition due to camera occlusion.

Communication When Standing On Different/Opposite Sides
In the experiments, four participants always split into two
groups for parallel working in order to increase the efficiency.
Most of the time, participants stood across from their remote
partner or at least on the same sides, which brings them a more
natural feeling of communication. By standing across from
each other, participants were not only visible to each other
during the conversation in the spherical display condition,
or in the 2D flat display condition but they could also avoid
seeing an inverted figure or object. However, some distinctive
scenes we observed were that participants communicated when
standing on opposite sides, which means that person A in local
room was standing on one side of the system, while person A’s
remote partner in remote room was standing on the opposite

Figure 11: Communication when standing on opposite sides:
The local participant directly put the image on the opposite
side to show it to the invisible remote partner (a). By seeing
the inverted image, the local participant directly talked to the
remote partner who was standing in the opposite side (b).

side of the remote system. In the 2D flat display condition, it
represents that the image of the remote partner was inverted
from the local A’s point of view. While in the spherical display
condition, it means that the image of the remote partner was in
the opposite side which was invisible to the local A. Three out
of ten groups were found to do this type of communications
(four times in total) in the spherical display condition. Since
the remote partner was invisible, the conversation seemed to
mainly rely on voice communication. As an extreme case,
there was one occurrence of a participant directly showing
an image to an invisible remote partner, as shown in Figure
11(a). On the other hand, this kind of conversations were
observed more frequently in the 2D flat display condition
(19 times in seven groups ). As shown in Figure 11 (b), the
person holding a figure was talking to the remote partner who
was also holding a figure. Although the image of the remote
partner was inverted from the local person’s point of view, we
believe that the 2D flat display made this type of conversation
happen easier because the remote partner was visible. In
addition, we observed that when such scenes happened in 2D
condition, 4 participants usually paused the parallel one-to-one
communications and communicated together.

Difficulties of Showing Objects with 2D flat Display
Another distinctive scenes were observed in the 2D flat display
condition, which are that the participants met the camera oc-
clusion issue when showing the figures to the remote partners.
As shown in Figure 12(a)(b)(c), participants tried to put the
figures on the exact top of the 2D flat display to show it. How-
ever, the image of the figure was blocked by the camera in the
remote side because the Kodak camera captured the object on
its top at the center of the image. Four out of ten groups were
observed to suffer from this issue only when using the 2D flat
display. Normally showing the image at the side of the 2D flat
display could solve the occlusion issue. However, in the free-
response question, two participants indicated that "They had to
look down to the 2D flat display, while showing the objects at
the side of the display instead of above the display made them
feel inconsistent." In the spherical display condition, we did
not find this situation and participants could naturally show
figures, as shown in Figure 12(d). The occlusion issue of 2D
flat display was caused by the unusual configuration of the
2D flat display’s video system. If the omnidirectional camera
becomes much smaller or users get more used to this system,
it might not become a serious issue. However, as mentioned
in the participants’ comments, "it is not intuitive to look down



Figure 12: The camera occlusion issue was observed in the 2D flat display condition(a)(b)(c). While in the spherical display
condition, we did not find this situation and participants could naturally show figures(d).

on the 2D flat display, while showing the objects at the side of
the display."

DISCUSSION
The results of the objective measures, including completion
time and accuracy, showed there was no significant difference
of collaboration efficiency between the two conditions. Mean-
while, based on the questionnaire results, the results of 6 out of
7 questions showed that the spherical display was significantly
better than the 2D flat display, indicating that the spherical
display was slightly preferred over the 2D flat display as a
whole. Below, we discuss the potential reasons for this result
by focusing on other factors, e.g. visual perception, awareness,
perceived workload and affordance.

Visual Perception, Awareness And Perceived Workload
We found that the 2D flat display enabled the participants to
see everything in one view but increased their cognitive load
due to image distortion and the necessity of mental rotation.
The spherical display could only show half of the environment
at once but provided a better visual cognition, sense of space
and consistency/coherency of two distant spaces.

Such findings are supported by the questionnaire results and
comments from the participants. The results of Q1 showed
that the spherical display provided users a better visual cogni-
tion, which is supported by the participants’ comments such
as "The spherical display has less distortion and stronger
three-dimensional sense" or "The 2D flat display has severe
distortion". Besides the easiness to recognize the images dis-
played on the screen, participants also mentioned that "The
spherical display provides a better sense of space, distance
and directional relation" and "The sense of distance and space
is bad in 2D flat display condition", which might explain the re-
sults of the questions related to presence (Q2 and Q3). Overall,
these results indicate that the images displayed on the spher-
ical display enabled the recognition of spatial relationships
more intuitively and brought to a better feeling of telepresence.
We suspect that such good sense of space, direction and telep-
resence helped to generate the consistency/coherency of two
distant spaces.

On the other hand, the advantage of the 2D flat display was
mainly reflected in the point that users could see the whole
360-degree images at a glance, which brings several merits.
For instance, some participants mentioned that "They could
quickly locate remote partners or obvious objects by seeing
the whole 360-degree image."

However, seeing 360-degree images in one view might also
bring problem to the 2D flat display. The results of Q4 indi-
cated that the 2D flat display made users feel more fatigued.
One explanation might be that 9 participants said "They al-
ways have to lower head which is tiring when using the 2D flat
display". Another reason might be due to the overloaded vi-
sual information. Johnson et al. [14] indicated that 360-degree
panoramic images were found to be more difficult to use than a
180-degree interface, which they believed supported the theory
that wider field-of-view requires greater amounts of cognitive
processing to synthesize the larger quantity of visual informa-
tion provided. In our case, the reason why the participants
thought that using the 2D flat display made them feel more
fatigued may be because the 360-degree panoramic images
include more visual information which adds to the cognitive
processing burden. "Sometime, it is hard to tell which remote
partner is talking to you", commented by four participants,
was an issue caused by the overloaded visual information. Fur-
thermore, two participants also mentioned that "Figures shown
on the other side are inverted. If users want to see it clearly,
walking is still needed". In fact, there were some instances
that participants chose not to move around but observed the
inverted figure which might have caused them mental rotation
process. On the other hand, in the spherical display condi-
tion, participants did think that since the opposite side of the
spherical display was invisible, they could see only the half
of the 360-degree image. But some participants expressed
that "it provided them a more private conversation environ-
ment because they would not be distracted by the opposite
half of the 360-degree image", thus they could concentrate
on the communication without distraction. In addition, 10
participants commented that "The spherical display is natural
to be seen, they just have to lower head a little bit to see the
screen". These factors might help the participants to lower the
perceived workload when using the spherical display.

Moreover, we think that restricting the visual space (i.e. show-
ing only half of the space) gives the spherical display more
advantages in awareness of remote communication. Luff et.
al [20] proposed an issue about the ecology of video com-
munication. [20] noted that the local person may not be able
to access where the remote person is looking at during the
video communication, particularly when the field-of-view is
wide. We found that the same issue happened in the symmet-
rical 360-degree video communication since the participants
can see the whole remote space in 2D flat display condition.
However, we infer that the issue may be resolved by using the
spherical display. Indeed, three participants commented that



"When using the spherical display, they can better be aware of
the space range where the remote partner is able to see, which
helps to understand what they are saying." As an example, the
girl in Figure 11(a) did not see her remote partner who was
standing on the opposite side looking for her. However, she
could directly show the image in the opposite side because
she was aware of the space range where her remote partner
was able to see. As for the 2D display condition, one partici-
pant wrote that "he had no idea where the remote partner was
looking at in the 2D flat display condition".

Affordances of Displays
The scenes of the camera occlusion might indicate that the
upward orientation of the 2D flat display affords participants
to hold objects right above the display. The spherical display
affords participants to naturally hold objects in front of their
chest. The 2D flat display requires participants to look down
to see the display which is quite unnatural for the participants
when they are showing objects. A similar issue was also
reported by Licoppe et al [18]. The spherical display does not
have such issues.

In addition, we observed that participants in the 2D condition
communicated slightly more as a group (with four people)
than parallel one-to-one communication, compared with the
spherical display condition. We suspect such findings might
indicate that the spherical display better affords one to one
conversation while the 2D flat display better affords many
to many conversation. This point is also supported by 8 par-
ticipants’ comments, "The spherical display brings a better
feeling of private one-to-one conversation". Moreover, the
results of Q5 represented that it was easier to talk to a specific
remote partner when using the spherical display.

Proper Real-World Scenarios
Comments about the 360-degree panoramic video communi-
cation were obtained from participants and they thought that
"The 360-degree video communication is not able to protect
their privacy during video communication with families or
friends in daily life, since the whole room is shown to the
remote side". But they did agree that "The 360-degree field-of-
view shows much more information than regular video com-
munication and they felt better sense of the space, directional
relation and telepresence of the remote side." Participants in-
dicated that "The 360-degree video communication may be
helpful in the video conference since there are multiple users
in both sides to use the system". We agree with this opinion
and believe that the 360-degree video communication may
also help to improve the collaborative efficiency of the remote
collaboration tasks when users need to know a large amount
of information about the remote side.

Based on the subjective results, the type of displays did not
significantly change the collaborative efficiency. However, the
questionnaire results showed that the spherical display was
given a slight edge. Also, the participants felt that the images
shown by the spherical display had less distortion, provided a
better sense of space and direction. As a result, they appeared
to perceive less workload when using the spherical display.
Therefore, we propose the spherical display to be a more

proper display for 360-degree video communication, particu-
larly for group-to-group collaboration that requires showing
and seeing real-world objects.

As a realistic scenario, recent discussion rooms tend to use a
whole wall or multiple walls in a room as whiteboards, and a
company like Smart Wall Paint [25] is proposing to transform
any smooth surface in a room into a write-on wipe-off surface.
With the advancement of video technologies, researchers have
been envisioning to use the most of the surfaces in a room as
video displays. In such a room, participants inevitably walk
around in the room to use all the available surfaces, and re-
fer to, manipulate, and discuss the objects/ drawings in the
room. These trends increase the necessity for video communi-
cation systems to support collaboration between such rooms
by solving the narrow field-of-view problem. We believe that
remotely connecting such two discussion rooms through sym-
metrical 360-degree video communication may improve the
remote communication efficiency.

LIMITATIONS AND FUTURE WORK
One of the limitations of our system was that we only sup-
ported hemispherical live video streams. We occasionally
observed instances where a local participant exited the field-
of-view of the camera when he/she bent down to put the image
on the lower part of the wall. In such cases, a remote part-
ner had to hold his/her talk and wait for the local participant
to come back into the field-of-view. It is interesting to see
that even hemispherical field-of-view was not wide enough to
cover all the possibilities of the participants’ bodies’ spatial
positions during the interaction. To solve this problem, we are
currently developing a full-spherical version of the panoramic
video communication system.

In addition, participants commented that they had to walk
around to check the other side of the display in the spherical
display condition. We think that a more proper solution is
needed to allow users to see the other side of the spherical
display instead of walking. The touch feature proposed by
Benko et al. [2] could be taken into consideration.

CONCLUSION
This paper challenged one of the long standing issues of video
communication systems, narrow camera field-of-view. We
proposed two symmetrical 360-degree hemispherical video
communication systems and explored their possibilities in as-
sisting symmetrical remote collaboration. One of our interests
were how the display shape, the 2D flat display or the spherical
display, affects the remote collaboration. Our experimental
results showed that both systems enabled multiple pairs of
people to communicate over the distance simultaneously from
anywhere around the devices. However, subjective results
indicated that participants preferred the spherical display over
the 2D flat display possibly due to better image quality (less
distortion) and a better sense of three-dimensional space, di-
rectional relation and telepresence. Our future work includes
extending our hemispherical system to full spherical system
and better user interface for remote reference.
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