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Basic Design of Video Communication System Enabling Users to
Move Around in Shared Space

Keiji HIRATA†a), Yasunori HARADA†, Toshihiro TAKADA†, Naomi YAMASHITA†, Nonmembers,
Shigemi AOYAGI†, Member, Yoshinari SHIRAI†, Katsuhiko KAJI†, Nonmembers, Junji YAMATO†,

and Kenji NAKAZAWA†, Members

SUMMARY We propose a 2D display and camera arrangement for
video communication systems that supports both spatial information be-
tween distant sites and user mobility. The implementation of this arrange-
ment is called the “surrounding back screen method.” The method enables
users to freely come from and go into other users’ spaces and provides
every user with the direct pointing capability, since there is no apparent
spatial barrier separating users, unlike the case of conventional video com-
munication systems. In this paper, we introduce two properties (“shared-
ness” and “exclusiveness”) and three parameters (a distance and two an-
gles) to represent the geometrical relationship between two users. These
properties and parameters are used to classify the shared spaces created
by a video communication system and to investigate the surrounding back
screen method. Furthermore, to demonstrate and explore our surrounding
back screen method, we have developed a prototype system, called t-Room.
Taking into account practical situations, we studied a practical case where
two t-Rooms with different layouts are connected.
key words: face-to-face interaction, spatial cue, surrounding back screen
method, sharedness, exclusiveness, t-Room

1. Introduction

Our ultimate goal is to achieve high-telepresence communi-
cation where we can speak or work with people at remote
sites as if we were all in the same room. A video commu-
nication system (VCS) providing life-sized images on large
displays was first proposed by Bellcore [1], [2]. This sys-
tem enabled users to experience a high-telepresence. A life-
sized display technique and a sound localization technique
were effective in providing this sensation [3], where the
voice was postioned at the person displayed on the screen,
and thus users could easily identify the speaker at the remote
site. Moreover, that system used the same type of curtain as
the background at all of the sites, and curved desks were ar-
ranged so that they all appeared to be part of a single desk.

However, under the restricted conditions imposed by
the current 2D display and capture technologies, it is dif-
ficult to reproduce the various phenomena that people take
for granted when they perform face-to-face (F2F) interac-
tion in the same room. We believe there are three key is-
sues to consider: (1) Spatial information, (2) User mobil-
ity, and (3) Pointing to an object’s image. As for (1), spa-
tial information∗ has been shown to be critical, especially in
group activities [4]. For example, gaze direction is consid-
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ered very important spatial information for the regulation of
turn taking during communication in large groups [5]. How-
ever, in multipoint conferencing using a conventional VCS,
for example, it is difficult to exchange spatial information
accurately. In such a situation, all of the remote users are
displayed on the screen typically in a split or tiled manner,
but naturally the real remote users are not arranged as such
in the real world. In other words, the visualized layout of
all users does not reflect the actual physical relationships
among them.

As for (2), most conventional VCSs support spatial in-
formation only when the users stay within a given position.
While most VCSs do not allow the users to move around
the space, the ability to move within a shared space (i.e.,
mobility) is regarded as one of the important affordances of
face-to-face communications. Mobility actually gives users
greater flexibility in adapting to each other’s perspectives;
for example, a user can move closer to see what a remote
colleague is looking at [6].

As for (3), if a user points an image displayed on a
screen with his/her finger, a remote user may not be able to
recognize what the local user is pointing at in the manner
of F2F interaction, because the pointing finger is outside of
the video camera’s view angle or the image of the pointing
finger conveys wrong spatial information. These phenom-
ena occur due to the inability to exchange the correct spatial
information and the lack of user mobility.

We have proposed a 2D display and camera arrange-
ment that supports both spatial information between distant
sites and user mobility [7]. The virtual space shared by re-
mote and local users is created by installing multiple screens
and video cameras so that the screens are arranged surround-
ing the space and the video cameras capture users standing
in front of the screens opposite to the cameras. As a result,
remote and local users can share the same virtual space in
which they can exchange spatial information and move to
any position as long as they stay close to the surrounding
displays. Our 2D display and camera arrangement should
be considered an attempt to simulate, to the extent possible,
a 3D communication space by using current 2D display and

∗(i) The physical-level information of the spatial relationships
among people and objects (e.g., distance and angle), and (ii) the
phenomena invoked by the physical-level information that people
take for granted (e.g., gaze and gestures, such as body/head move-
ments/orientations). Spatial information has also been called “a
nonverbal cue.”

Copyright c© 2009 The Institute of Electronics, Information and Communication Engineers



1388
IEICE TRANS. ELECTRON., VOL.E92–C, NO.11 NOVEMBER 2009

capture technologies. Accordingly, we believe our method
reflects the cross-fertilization of these technologies, thus al-
lowing further development as they progress.

The organization of this paper is as follows. First, we
describe the design method of the proposed shared space
supporting user mobility and spatial information between
distant sites. Next, we present a practical implementation of
our method, called “t-Room.” Then, we discuss how to pre-
serve spatial information under a practical condition when
two t-Rooms with different screen layouts are connected.

2. Previous Work

Given that spatial information is of such importance, vari-
ous systems are being developed to support the communi-
cation of spatial information across distant sites. Hydra was
a multiparty VCS designed to simulate a 4-way round-table
meeting, while exchanging spatial information as in F2F in-
teraction [8]. Each Hydra unit consisted of a camera, dis-
play, and speaker, and its size was comparable to a PDA or
a cellular phone. The Hydra unit took the place a remote
user, showing the a remote user’s image on its display, and
each user looked at 3 Hydra units. As long as the four users
stayed at fixed separated places, gazing toward someone was
effectively conveyed, looking away and gazing at someone
else was also conveyed, and the direction of head turning
indicated who was being looked at.

MAJIC was also a multiparty VCS (a single user at
each site) that projected life-size parallax-free images of
users onto a large curved screen as if the users at remote sites
were participating in a meeting together and sitting around
a table [9]. MAJIC supported both multi-person eye con-
tact among users and the awareness of the user’ gaze direc-
tions. Furthermore, it provided life-size portraits of users by
adopting a special thin transparent film having a large num-
ber of very small hexagons printed on both sides of the film.
The reality of gaze was improved, but users still had to stay
at fixed places.

GAZE-2 was a gaze-aware VCS that adopted an eye-
tracking system with a video tunnel to capture the user’s
front facial view, and it enabled users to convey eye contact
as long as each user stood still and his/her face was correctly
captured [10]. Since the users’ facial images were displayed
in a virtual meeting room, their layout on the screen did not
reflect that in the real world, as attempted in a conventional
VCS. When user A wanted to talk to user B, for example,
the facial image of A was rotated toward B at a certain an-
gle to express A’s intention being oriented to B. However,
this visual effect may mitigate the system’s effectiveness in
exchanging the correct spatial information.

Private Display Method was another technique for
achieving eye contact, and it allowed more than two users
to see several images on a single screen simultaneously
so that each user could see a unique image [11]. This
method employed double-lenticular screens to convey three-
dimensional stereoscopic vision.

Nguyen and Canny (2005) proposed the novel concept

of “spatial faithfulness,” which means the system’s ability
to preserve spatial relationships among people and objects,
and built a VCS based on this concept. Their system, called
MultiView, supported collaboration between remote groups
of people (multiple users at each site) [4], [12]. MultiView’s
screen reflected the incoming light so that its angle was
equal to the angle of the outgoing light, and it enabled users
to move around within the area of their site. As a result,
MultiView allowed remote groups of people to exchange
various kinds of visual cues typically present in F2F interac-
tion, such as stereo vision, motion parallax (individual views
depending on user’s position), and life-size images.

Considering the previous work described above, we
find that VCS technology has already been developed with
the aim of supporting both spatial information and user mo-
bility, which we consider significant factors as discussed in
the previous section.

3. Basic Design of Shared Spaces with 2D Displays and
Cameras

We start by considering what geometrical relationships oc-
cur among users during F2F interaction and how they
change dynamically.

3.1 Geometrical Relationships in Face-to-Face Interaction

Consider this example: If person A sees person B from a
diagonal perspective, then person B also sees person A from
a diagonal perspective (Fig. 1). The figure depicts the top
view of the geometry among users, and so the dimension of
height is ignored here. The apparent distance of A from B,
r, is assumed to match the apparent distance of B from A.
When A sees B at angle θ with regard to the center of the
room, B necessarily sees A at the rotation angle ρ, which
is the same as θ. If A moves, then the apparent direction
and distance of A from B change correspondingly, and vice
versa. Moreover, their positional relationship is also imme-
diately apparent to a third person C who is looking at them
from the side. These phenomena, which people take for
granted during F2F interaction in the same room, are rarely
conveyed by conventional VCSs. We argue that preserving
the same values for these parameters, r, θ, and ρ, as those

Fig. 1 The geometrical relationships among people carrying out
face-to-face interaction are represented by parameters r, θ, and ρ.
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Fig. 2 Separating a F2F interaction space into subspaces for each user
(location) and projecting remote users onto front screens, where a user
faces the front of a display.

Fig. 3 Duplicating a F2F interaction space and projecting remote users
onto back screens, where a user stands with his back close to a display.

that pertain in F2F interaction would help support the spa-
tial information of mobile users located in different rooms.

3.2 Splitting Space versus Reproducing Space

There are two basic models of layouts for reproducing F2F
interaction: (1) Splitting the space of F2F interaction in
Fig. 1 into subspaces for each user (location), and then pro-
jecting remote users onto front screens (Fig. 2); (2) Repro-
ducing the space in Fig. 1 and then projecting remote users
onto back screens (Fig. 3).

A conventional VCS employs model (1) in Fig. 1. Per-
son A in Room 1 is captured by the video camera and dis-
played on the front screen in Room 2. Then, person B sees
the image of person A. The same procedure is used for per-
son B in Room 2. Here, a screen is constructed from various
types of electronic displays (e.g., LCD, PD, and CRT), or
projector screens.

In contrast, we propose the new models in Fig. 3 for
achieving symmetric reproduction of images, and reproduc-
ing F2F interaction space. A feature of this model is that by
having users stand around the surfaces of the screens, per-
sons A and B are able to recognize each other’s gestures,
notice peripheral cues and point to real objects in the re-
mote rooms. Here, module − is introduced to avoid visual
echoes; the function of − is to extract only the light from
real objects in front of the opposite screen and to cancel out
the light from the screen.

Fig. 4 Front screen method: splitting a space based on the model in
Fig. 2 and projecting remote users onto front screens.

Fig. 5 Surrounding back screen method: reproducing a space based on
the model in Fig. 3 and projecting remote users onto surrounding back
screens.

3.3 Front Screen versus Surrounding Back Screen

Following the above two basic models we consider two
methods for reproducing a space of F2F interaction in
VCSs: (1) Splitting a space based on the model in Fig. 2,
and projecting remote users onto front screens (Fig. 4, called
the front screen method); (2) Reproducing a space based on
the model in Fig. 3, and projecting remote users onto sur-
rounding back screens (Fig. 5, called the surrounding back
screen method). The shaded areas in the figures depict the
areas where a video camera can correctly capture the users
and objects in front of the camera. With both methods, in
order to project the images of users and objects so that they
appear where they should appear, the physical relationships
characterized by the values of r, θ, and ρ between local and
remote users and objects must be the same as in F2F inter-
action. This requirement leads to the necessity of projecting
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life-sized images onto the screen.
Conventional VCSs, and their variations, employ the

front screen method. This arrangement is characterized by
having no screens behind the user in the shaded area and
the fact that the user can move around freely only within the
shaded area (Fig. 4). For example, B’s image is delivered to
A and C through the right-hand front screen of A in Room
3 and the left-hand screen of C in Room 1. The shaded area
should not overlap onto any screen.

As an alternate method, to reproduce a space, we ar-
range cameras and screens so that they surround the users
with users standing in front of the screens (Fig. 5). As with
the first method, the video camera images of B are dis-
tributed to Rooms 1 and 3, but here we need the prepro-
cessing denoted by + and − in the figure. Module −
is introduced tor eliminate visual echoes, and the function
of this module is described in the previous section. On the
other hand, the added function of + is to overlay or su-
perimpose the two images captured in Rooms 1 and 2 and
to project them onto the correct positions. Module + en-
ables us to connect more than two rooms and to show any
background image that we choose. In the figure, only the
necessary part of the wiring has been depicted for simplic-
ity.

3.4 Sharedness and Exclusiveness

When we construct a shared space using a particular
method, the method can be characterized by how it estab-
lishes the space and by the parts that each distributed room
shares and does not share with the other room(s). Accord-
ingly, we introduce two properties to express the relative
characteristics of local and remote rooms: sharedness and
exclusiveness.

We define sharedness as the total angle of a camera
view, namely the part of a scene or perspective in a room
that is projected onto the screens in the other rooms. For
example, the video camera in Room 3 shown in Fig. 4 ob-
tains a 120-degree view from the center of the circle, but
does not capture the remaining part of the room. Imagine a
case where an object is placed just in front of the screen to
the immediate right of A. Although A can see it, neither B
nor C can see it because no camera can captures an object at
such a position in Room 3. Therefore, in Fig. 4, 1/3 of the
scene in each space is projected to the others, and thus this
ratio of 1/3 can be used as an index of sharedness.

To define exclusiveness, we first consider the area a
user occupies that cannot be shared with another user. With
the front screen method shown in Fig. 4, for every room
there is an area excluded from the other rooms, designated
by the shaded area. Although a user can freely move around
within this area, the user cannot leave the area; in the figure,
the area for each user spans 1/3 of the circumference. This
ratio of 1/3 can be used as an index of space exclusiveness.

Next, let us consider the sharedness and exclusiveness
of the surrounding back screen method shown in Fig. 5.
Since “what you see is what I see” (WYSIWIS) ideally

holds for the entire field of vision of every user, the sur-
rounding back screen method achieves full sharedness and
minimum exclusiveness. Therefore, wherever a user is,
spatial information is correctly exchanged between moving
users.

Sharedness and exclusiveness are closely related to the
capability of direct pointing; direct pointing means that a
user makes the gestures of pointing to an image on a dis-
play by using his/her own fingers, and it plays a crucial role
in computer-supported cooperative work as well as in F2F
interaction. If a user stands near an LCD panel and points
toward it, this user’s body may occlude his/her own direct
pointing. Therefore, for direct pointing to work correctly,
all of the users must be able to see the target object at its
correct position, to move to the location of the target object,
and to see the body parts related to users pointing to the tar-
get object, such as their fingers. That is, full sharedness is
required, and exclusiveness must be avoided. Consequently,
it is difficult for users in the space employing the front screen
method to engage in direct pointing, whereas users employ-
ing the surrounding back screen method can easily do this.

Some VCSs implement a shared plane using a method
similar to the surrounding back screen method, which makes
direct pointing possible [13]–[15]. However, because the
video cameras and screens used in these systems do not sur-
round the users, full sharedness is not achieved, and users
cannot obtain an appropriate workspace awareness. Some
systems, such as ClearBoard [16] and VideoArms [17], ef-
fectively recover a rich awareness of a real workspace by
presenting only the parts of a body (e.g., arms and faces)
within the workspace. This leads to an improved sense of
presence [19] and resolves the presence disparity problem
[17].

4. t-Room System

To demonstrate and explore the surrounding back screen
method, we have been developing a prototype system, called
t-Room [7], [18]. The t-Room system is designed to be as
simple as possible to meet the demands of various styles of
group activity.

4.1 Hardware Design

Considering a scene in our daily life, we assume that the
t-Room system supports the group activity of a few to 15
distributed users, who share physical objects and carry out
pointing and gestures. To support such a scenario, we may
need a 360-degree view angle display with a height compa-
rable to an ordinary classroom or meeting room (2.5–3 m).
The room’s diameter, considered the diagonal line passing
through the space, may span 3–5 m.

Figures 6 and 7 show the hardware configuration of
the current t-Room system. A single t-Room consists of
eight building modules (called Monoliths) arranged polyg-
onally. With this setup, a t-Room surrounds a user space
with LCD displays showing life-sized images. We installed
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Fig. 6 A “Monolith” building module: side view (left) and front view
(right). A 65-inch display is set upright on a wheeled platform, and a video
camera is placed at the top of the display.

Fig. 7 Top view of t-Room system: eight Monoliths facing inside are
arranged decagonally. Since there are no displays at the entrance pathway,
there are no cameras on the opposite sides.

three nearly identical t-Rooms in our laboratories located
in Atsugi City and Kyoto Prefecture (Atsugi is in the Tokyo
area, and Kyoto is approximately 400 km from Tokyo). Cur-
rently, commercially available 100-Mbps optical fiber lines
connect the Atsugi and two Kyoto t-Rooms.

Figure 8 shows a partial view of a working t-Room sys-
tem in which four persons are standing and two others are
displayed on the screen. The enclosed space is shared with
other enclosed spaces by overlaying them. As a result, users
can freely come from and go into others’ spaces, since there
is no spatial barrier separating users such as the screen em-
ployed in a conventional VCS [20], [21]. At “local” (one
of the Kyoto t-Rooms), three spaces are overlaid: Atsugi,
the other Kyoto t-Room, and local itself. These spaces are
similarly overlaid at Atsugi and at the other Kyoto t-Room.
At local, the current images of Atsugi and Kyoto are dis-
played by overlaying them with a transparency ratio of 0.6.
Consequently, the overlaid enclosed spaces can provide full

Fig. 8 Demonstrating a t-Room made from eight Monoliths arranged
decagonally, connecting three locations. Four local persons are standing,
and two others at Kyoto and Atsugi are displayed on the screen. Five cen-
tral Monoliths are shown in this photo.

sharedness and minimum exclusiveness.

4.2 Visual Echo Cancellation

In the current system, visual echo cancellation (the func-
tion of − in Fig. 2) is achieved by placing polarizing film
over a video camera’s lens. Since an LCD panel inherently
emits polarized light, the polarizing film enables the cam-
era to capture the scene without capturing the image shown
on the display [13]. By appropriately using polarizing film,
this visual echo cancellation method provides a uniformly
black video image of the surface of the LCD panel opposite
the camera. An area appearing black gives the impression
that there is no opaque object on the display surface, since
the camera is directly aimed at the display surface. Accord-
ingly, in the current implementation, the color black can be
interpreted as being transparent.

The advantages of the current implementation include
its ease of implementation and robustness. On the other
hand, it has a side effect on the overlayer ( + in Fig. 5);
Since black physical objects (e.g., black hair and black
clothes) are interpreted as transparent, when the overlayer
superimposes a front layer onto back ones, the images on
the back layers can be seen through the black areas on the
front layer. Occasionally, this effect renders unnatural im-
ages.

4.3 Standing Position

To achieve life-size projection, users have to stand as close
to the LCD surface as possible as stated in Sect. 3.3. How-
ever, it is generally not easy to make users do this, since
they have an unconscious tendency to move toward some-
thing that interests them. In fact, when a user walks away
from the LCD surface and moves toward the center of the t-
Room, the displayed image of the user is magnified, and that
person’s life-sized appearance is lost. The image displayed
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in the other t-Room depends strongly on the user’s stand-
ing position. Furthermore, a forward-moving user is then
captured not only by the front camera but also by the others
(possibly at both sides of the front camera), which leads to
the display of plural images at different angles. The yellow
chain in Fig. 8 is positioned to restrict such movement by
the users and thus prevent this problem.

5. Discussion

5.1 Gaze

The geometrical relationships known schematically in Fig. 9
illustrate people’s positions in terms of gaze direction, face
image orientation, and camera angle in the t-Room. In
Room 1 of Fig. 9, person B looks forward and to his/her
right, and the camera captures an image of B’s face from
the front. However, in accordance with the Mona Lisa effect
[22], [23] †, the image of B’s profile displayed in Room 2 ap-
pears too far to the side for person A. The same phenomenon
occurs in terms of A’s image as seen by B. Therefore, pro-
jecting an image at a photorealistic rotation angle may not
always be appropriate for exchanging spatial information.

On the other hand, the camera is fixed at the top of
the display in the t-Room. Therefore, the person’s face in
the image appears to be looking slightly downward. It was
reported that the detecting limit for eye contact in F2F com-
munication varies depending on the horizontal, upward, and
downward directions of a camera angle; in the horizontal di-
rection, it is 4.5 degrees, the upward direction 12 degrees,
and the downward direction 8 degrees [24]. With the t-
Room, the camera is fixed at a position 205 cm from the
floor. For example, when a person with a height of 170 cm
stands near the front of the display, the camera angle will
be around 10 degrees. This implies that a person in front of
the display can observe his/her counterpart’s image within
nearly acceptable error range.

Since the eight displays are positioned in a decagonal
configuration in the t-Room, the angle of the each adjacent
display is 144 degrees. Thus, the viewing angle measured
from the surface normal of the nearest display is around
54 degrees. Such a very shallow angle might cause the ob-
server to perceive the displayed image incorrectly [25]. This
perceptional failure might also affect the gaze error. This
remains an interesting issue for future consideration in re-
fining layouts based on surrounding displays such as the t-
Room.

When using the t-Room, the awareness of users’ posi-
tions and body/face orientations are dynamically organized
and shared among users in different t-Rooms through the
processes of interaction and collaboration. As a result, we
sometimes observed that this awareness partly compensates
for the gaze error induced by the factors mentioned above.
Therefore, a t-Room user is considered capable of imagin-
ing who sees whom.

Fig. 9 The phenomena of gaze are influenced by the face image orienta-
tion and the position at which a user looks at the face image. The image
of B’s side-view facial profile is displayed in Room 2, and A’s profile is
displayed in Room 1.

5.2 Sharedness and Exclusiveness under Practical Situa-
tions

Here, we examine the possibility of distinguishing different
display layouts from each other based on the two properties
(sharedness and exclusiveness) and three parameters (r, the
distance between A and B, θ, the direction of local person to
the normal of the back screen, and ρ, rotation angle of oppo-
site person’s image to the normal of back screen) introduced
in Sect. 3.1. Even if full sharedness and minimum exclusive-
ness are achieved, when two t-Rooms with different layouts
are connected, we will still find areas where mobile users
cannot exchange correct spatial information. Now, assume
that one t-Room (Room 1) occupied by person A always has
a circular screen layout, while the other t-Room (Room 2)
occupied by person B has a triangular one (Fig. 10). The
figure depicts the top view, so the height dimension is dis-
regarded. We assume that the two connected t-Rooms have
the same overall circumference for the purpose of projecting
life-sized images. A camera captures a user’s image from a
direction normal to his/her back screen, namely perpendic-
ular to the back screen surface††.

Figure 10 shows the values of r, θ, and ρ for Room 1
(circle) and those of rt, θt, and ρt for Room 2 (triangle), and
it depicts two patterns of user position: (a) A’s image and
B in Room 2 are positioned at the centers of the triangle’s
sides, and (b) person B in Room 2 is positioned close to one
corner of the triangle. For (a) in the figure, the values of
r, θ, and ρ are well preserved, and only r is shortened to
rt in Room 2. In contrast, for (b), we find that ρ is positive,
while θt is negative†††, which may cause a misleading spatial
information, although full sharedness holds. This suggests
that users should not move close to acutely angled corners.

†A portrait that appears to gaze at an observer will “follow”
the observer as he/she moves around and views the image from
different angles, despite the motion of the observer inducing rela-
tive rotation of the portrait.
††In fact, a camera cannot always capture a user from the direc-

tion normal to his/her back screen when he/she appears in the area
away from the center of the view angle. However, in this discus-
sion, this particular phenomenon is ignored.
†††Regarding the rotation angle, the clockwise direction is as-

sumed to be negative, and the counter clockwise direction positive.
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Fig. 10 The t-Room with a circular screen layout is connected to that
with a triangular screen layout.

6. Conclusions

The contribution of this paper is the surrounding back screen
method for designing a shared space in a VCS; the method
enables users to accurately exchange spatial information,
supports user mobility and provides every user with the
direct pointing capability, unlike the case of conventional
video communication systems. To investigate the methods
to characterize a shared space and distinguish different lay-
outs of displays, cameras, and users that construct a shared
space from each other, we introduce two properties and three
parameters for classifying the shared space: sharedness and
exclusiveness, and r, θ, and ρ. These properties and param-
eters enable us to compare several 2D display and camera
layouts and examine their strong and weak points in a more
quantitative manner. Using the properties and parameters,
we have appropriately examined how well users in two t-
Rooms can exchange spatial information.

As t-Rooms become more widely deployed more lay-
out patterns of the 2D displays and cameras will emerge.
In a given layout, in spite of achieving full sharedness and
minimum exclusiveness, the t-Room system may not accu-
rately transfer the spatial information of mobile users due to
its particular shape. Consequently, we believe it is impor-
tant to deepen our theoretical understanding of such layout
patterns and to investigate the effects of layouts on collabo-
rative work in practical situations.
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[23] D. Todorović, “Geometrical basis of perception of gaze direction,”



1394
IEICE TRANS. ELECTRON., VOL.E92–C, NO.11 NOVEMBER 2009

Vision Research, vol.46, pp.3549–3562, 2006.
[24] K. Nagata and A. Miura, “A study of picture quality and video tele-

phone,” 1970 IEEE Int. Conv. Dig., pp.250–251, March 1970.
[25] D. Vishwanath, A.R. Girshick, and M.S. Banks, “Why pictures look

right when viewed from the wrong place,” Nature Neuroscience,
vol.8, no.10, pp.1401–1410, 2005.

[26] B. Reeves and C. Nass, The Media Equation: How People Treat
Computers, Television, and New Media Like Real People and
Places, Cambridge University Press, 1998.

Keiji Hirata is Computer Scientist, NTT
Communication Science Laboratories. He re-
ceived the D.Eng. degree in information engi-
neering from the University of Tokyo, in 1987.
He joined NTT Basic Research Laboratories in
the same year. He spent 1990 to 1993 at the In-
stitute for New Generation Computer Technol-
ogy (ICOT), where he was engaged in R&D of
parallel inference machines. In 1999, he moved
to NTT Communication Science Laboratories.
Currently, he is heading the project team of

the video communication system t-Room. His research interests include
computer-supported cooperative work and musical knowledge processing.
He received the IPSJ Best Paper Award from the Information Processing
Society of Japan (IPSJ) in 2001. He co-translated the book “Computer
Music Tutorial” by Curtis Roads in 2001. He is a member of IPSJ, the
Japanese Society for Artificial Intelligence, and the Japan Society for Soft-
ware Science and Technology.

Yasunori Harada is Chief Technology Of-
ficer of Media Interaction Principle Open Lab-
oratory, NTT Communication Science Labora-
tories. He received the Dr.Eng. degree in infor-
mation engineering from Hokkaido University,
Hokkaido, in 1992. He joined NTT Basic Re-
search Laboratories in the same year. He spent
1998 to 2001 at PRESTO-JST (Precursory Re-
search for Embryonic Science and Technology,
Japan Science and Technology Agency). His
research interests include visual language and

object-oriented programming.

Toshihiro Takada is Senior Researcher,
Media Interaction Principle Open Laboratory,
NTT Communication Science Laboratories. He
received the B.E. and M.E. degrees in informa-
tion science from Tokyo Institute of Technol-
ogy, Tokyo, in 1986 and 1988, respectively. He
joined NTT in 1988. His research interests are
in networked information systems, networked
computation, real-space computing, and human-
computer interaction. He is a member of the
Association for Computing Machinery (ACM),

JPSJ, the Japan Society for Software Science and Technology (JSSST), and
the Human Interface Society of Japan.

Naomi Yamashita is Junior Research Scien-
tist, Ambient Semantics Research Group, NTT
Communication Science Laboratories. She re-
ceived the B.E. and M.E. degrees in applied
mathematics and physics and the Ph.D. degree
in informatics from Kyoto University, Kyoto, in
1999, 2001, and 2006, respectively. She joined
NTT in 2001. She is interested in computer sup-
ported collaborative work and interaction analy-
sis.

Shigemi Aoyagi is Research Scientist, Me-
dia Interaction Principle Open Laboratory, NTT
Communication Science Laboratories. He re-
ceived the B.E. and M.E. degrees in informa-
tion science from Tokyo Institute of Technol-
ogy, Tokyo, in 1988 and 1990, respectively. He
joined NTT in 1990. His current research in-
terests include parallel processing, distributed
algorithms, image understanding, object recog-
nition, and distributed systems for multimedia
content. He is a member of IPSJ and JSSST.

Yoshinari Shirai is a researcher at the NTT
Communication Science Laboratories at NTT
Corporation. He received a B.A. in environ-
mental information and an M.M.G. (Master of
Media and Governance) from Keio University in
1998 and 2000, respectively. His research inter-
ests include ubiquitous computing and interac-
tion design. He is a member of the Information
Processing Society of Japan (IPSJ) and the Hu-
man Interface Society.

Katsuhiko Kaji is Research associate,
Ambient Semantics Research Group, Innova-
tive Communication Laboratory, NTT Commu-
nication Science Laboratories. He received the
Ph.D. in information science from Nagoya Uni-
versity in 2007. He joined NTT Communica-
tion Science Laboratories the same year. His
research interests include web annotation and
computer human interaction. He is a member
of IPSJ and JSAI.

Junji Yamato is Senior Research Scien-
tist, Supervisor, Group Leader, Media Recogni-
tion Research Group, NTT Communication Sci-
ence Laboratories. He received the B.E., M.E.,
and Ph.D. degrees in precision machinery engi-
neering from the University of Tokyo, Tokyo,
in 1988, 1990, and 2001, respectively, and the
S.M. degree in electrical engineering and com-
puter science from the Massachusetts Institute
of Technology in 1998. He joined NTT Human
Interface Laboratories in 1990. His research in-

terests are in computer vision, human-computer interaction, and robotics.
He is a member of IEEE, ACM, and the Robotics Society of Japan.



HIRATA et al.: BASIC DESIGN OF VIDEO COMMUNICATION SYSTEM ENABLING USERS TO MOVE AROUND IN SHARED SPACE
1395

Kenji Nakazawa is Executive Manager,
Media Information Laboratory, NTT Commu-
nication Science Laboratories. He received the
B.E. and M.E. degrees in electronics, and the
Ph.D. degree in materials science and engi-
neering from Kanazawa University, Ishikawa in
1981, 1983, and 1991, respectively. He joined
the Musashino Electrical Communications Lab-
oratories of Nippon Telegraph Telephone Pub-
lic Corporation (now NTT) in 1983 and was en-
gaged in research on amorphous polycrystalline

Si thin-film materials and on how to use these films. He was also engaged
in R&D of large-screen-size super-high-resolution display systems and 3D
display systems. He is interested in highly realistic communication. He is
a member of the Institute of Image Information and Television Engineers
(ITE), and the Society for Information Display (SID).

View publication statsView publication stats

https://www.researchgate.net/publication/220233782


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


