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1. INTRODUCTION

There is a long-standing interest in developing technologies to support real-time col-
laborative work between people in different physical locations. Initially, through video
telephony and later through video conferencing systems, the development of novel
technologies to mediate work and communication has resonated with the increasingly
globalized nature of work and the provision of services and seems to support contempo-
rary organizations and their inter- and intra-institutional arrangements. Over the past
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couple of decades we have witnessed the emergence of a range of solutions, sometimes
characterized under the auspice of “media spaces”, designed to enhance interpersonal
communication between distributed participants [Harrison 2009]. Notwithstanding
these initiatives, it is widely recognized that the application of these solutions has
been relatively limited and systems have failed to provide personnel with access to
each other and the respective resources on which many of their workplace activities
rely. As we have remarked elsewhere, a “face-to-face model” of interpersonal commu-
nication has underpinned many of these developments, a model exemplified in the
head-and-shoulders frame used in many video telephony and video conferencing fa-
cilities [Heath and Luff 1992b]. Recently there has been an interest in enriching the
access to participants have to each other in media space, where systems have been
designed to enable people to see each other’s bodily comportment and determine their
spatial configuration within the distributed environment. In other words, there has
been a growing commitment to supporting embodied action, multimodal communica-
tion, between remote participants.

Alongside these initiatives, there has been a growing recognition of the importance of
providing participants not only with access to each other, but also to the material and
digital resources on which their work often relies. Increasingly, both commercial and
experimental systems enable participants to see and access each other’s documents,
both digital and material, and in some cases provide ways to annotate those docu-
ments during the course of their mutual activity. The contributions of these initiatives,
however, have to be seen in the light of what we know of work and collaboration in
conventional organizational environments and the rich variety of resources on which
people rely in working together. The growing corpus of research that has come to be
known as workplace studies has not only served to demonstrate how all sorts of objects
and artifacts, tools and technologies, feature in the collaborative production of organi-
zational activities, be they electronic documents, slips of paper, keyboards, telephones,
pencils and pens, and the like, but revealed how these resources are contingently de-
ployed and used within the developing course of the participants’ interaction. They
demonstrate the reflexive, mutually interdependent relationship between action and
the occasioned features of the local environment; interdependencies that inform both
the production and intelligibility of action. In other words, it is not simply that to pro-
duce a particular action one may rely only upon, for example, looking at a particular
document or using a particular technology, but also the ability of others, with whom
one is working, to recognize just what one is doing relies upon their ability to determine
the reflexive relationship between the object and action. In other words, the sense and
production of action is inextricably embedded within occasioned features of the local
ecology; occasioned by virtue of, and within, the emerging activity and interaction. The
expression “embodied” is sometimes used to capture a sense of both the bodily and
ecological character of social action [Dourish 2001; Robertson 1997], but like the term
multimodal, it can inadvertently draw attention away from the ways in which the pro-
duction and intelligibility of action is entailed and dependent upon occasioned features
of the immediate environment in which it occurs. In this article, we seek to suggest
that an important limitation in the development of systems to support distributed col-
laborative work derives from their impoverished conception of the embodied, and in
particular, the embedded character of practical action.

If there is one collaborative activity that exemplifies the embedded character of
practical action then it is reference, and in particular, pointing. As workplace studies
powerfully demonstrate, much collaborative activity relies upon the participant’s abil-
ity to unambiguously refer to and point at features of objects within her immediate
environment. With regard to reference and pointing systems designed to support dis-
tributed collaborative work this seems particularly problematic, not simply by virtue of
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the limited access they provide to the environment of the other, for example, their office
and the resources the other has at hand, but with respect to the ways in which they
delimit access to the person (and the person’s action) with regard to that environment.
There have been a number of attempts to address and resolve this problem, for ex-
ample, by developing systems that enable remote participants to manipulate cameras
in the coparticipants’ environment [Gaver et al. 1993], Collaborative Virtual Environ-
ments (CVEs) in which participants have access to avatars and a shared world [Fraser
et al. 2000], or even providing participants with lasers or robots to point towards ob-
jects [Kuzuoka et al. 1994, 2000; Yamazaki et al. 1999]. These and a range of other
solutions, however, remain problematic; they provide limited access to the respective
environments and in some cases exacerbate the fractured or fragmented character
of the different ecologies. In other words, the more one enhances mutual access, the
more difficult it becomes for participants to embed the actions of the other within the
relevant occasioned features of the environment.

This article forms part of a program of research, in which we have attempted to
build systems to support the embodied and embedded character of practical action
and enable remote participants to unambiguously refer to occasioned objects within a
mutually accessible environment. Drawing on a study of activities that arise within
particular work settings, we discuss one system, namely t-Room, that has been designed
to establish a shared environment to enable participants not only to see a shared world,
but to see each other and each others’ actions with regard to that world. In this way the
article suggests that by prioritizing the embodied and embedded character of practical
action we pose severe challenges for those with an interest in developing systems to
support collaborative work. In turn, these systems, and prototype solutions, that do
seek to support embedded action raise some interesting questions for our analysis of
the ecological foundations of everyday practical action.

2. EMBODIED ACTION: WORKPLACE STUDIES AND THE DESIGN
OF INNOVATIVE TECHNOLOGIES

Since the late 1980’s a wide range of analytic and theoretical perspectives have been
bought to bear on the study of embodied action in fields of HCI and CSCW, including
perspectives emerging from philosophy, psychology, and the social sciences. From these
an impressive empirical corpus of studies has emerged that not only considers verbal
and textual communication with and around technology, but also the visual conduct
of participants and their use of everyday physical objects. So, researchers have drawn
upon phenomenology [Dourish 2001; Robertson 1997], distributed cognition [Hutchins
1995], and course of action analysis [Filippi and Theureau 1993] to consider the ways
in which bodily orientation is a resource for supporting communication and collabora-
tion, how apparently mundane tools support complex computational practices, and how
the layout and configuration of an everyday environment can facilitate or undermine
the activities that are engaged within it. A large number of these studies have been
informed by developments in ethnomethodology and conversation analysis [Garfinkel
1967; Sacks 1992]. These include studies of such diverse settings as surgical opera-
tions [Koschmann and LeBaron 2003; Mondada 2001; Sanchez Svensson et al. 2007],
transportation control centers [Goodwin and Goodwin 1996; Harper and Hughes 1993;
Heath and Luff 1992a], financial trading rooms [Heath et al. 1994], medical consulta-
tions [Greatbatch et al. 1995], design practices [Suchman 2000], and more general office
work [Anderson et al. 1989]. Such studies are undertaken typically using fieldwork,
often supplemented by analysis of video recordings to reveal how activities are pro-
duced with respect to the contingencies and circumstances of the participants within
organizational settings, and examine how the technologies available in these domains
are utilized, whether these are simple tools or documents, conventional systems, or
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more advanced computer technologies. The studies reveal detailed ways in which the
use of technology is collaborative and produced in interaction.

So, for example, analyses of how participants’ visual orientation towards a display,
which may or may not be accompanied by talk, have suggested how participants in
complex settings, like control rooms, can not only help maintain “awareness” of the
happenings in and around a domain for themselves, but also provide others with the
resources to identify for themselves issues that may be of consequence to their work
[Goodwin and Goodwin 1996; Heath and Luff 1992a]. Or, analyses of the details of
material conduct reveal how documents can be easily read, or written, in ways that are
sensitive to an ongoing interaction, whether the document is a medical record within
a doctor-patient consultation or a plan being discussed by a group of architects [Luff
and Heath 1998; Luff et al. 1992]. Participants can shape their conduct, their talk,
body orientation, and gaze with respect to shifts and transitions in the conduct of their
colleagues [Luff et al. 2004]. Or, consider a seemingly simple activity such as when
someone refers to an object or a feature of an object by pointing to it. This concerning,
what is spoken and what is visible is coordinated with the activities of a colleague and
also tied to features of the local environment [Goodwin 2003; Hindmarsh and Heath
2000]. Workplace studies that draw upon conversation analysis and ethnomethodology
are distinctive not just because they emphasize the collaborative nature of embodied
action but also because they reveal how embodied interaction is accomplished through
an interweaving of talk, visual conduct, and features of the material environment.

The nature of this conduct has suggested ways in which novel technologies could be
configured and enhanced to support collaborative activities when the participants are
remote. In early deployments of media spaces, audio-visual environments to support
communication, it was noted that conduct seem “disembodied” [Heath and Luff 1991]:
gestures did not seem to have the performative impact they had when participants
were copresent. Moreover, the configuration of the technology, typically only providing
head-and-shoulders views of a colleague, limits both the access to the remote envi-
ronment and the actions that can be performed in relation to objects in the remote
domain. A range of developments, not only in media spaces but in other collaborative
technologies, have sought to address these shortcomings. Thus, in collaborative virtual
environments not only are representations of coparticipants, embodiments, or avatars
displayed, but the actions that these perform are made visible so that colleagues are
able to see an individual’s actions, like a gesture, in relation to objects and features in
the virtual environment. Some CVEs include the ability for avatars to “point” as well as
provide views that enable all relevant participants to see a “gesture” together with what
it is referring to [Fraser et al. 2000]. In video-mediated systems, “head-and-shoulders”
views of coparticipants have been supplemented with images of documents or other as-
pects of the environment. Designers have proposed ways for a local participant to reach
into the remote domain and refer to objects and features within it [Fussell et al. 2004;
Gaver et al. 1993, 1995; Ishii 1990; Kuzuoka et al. 1999; Tang and Minneman 1991].
Yet even with these capabilities, enhanced media spaces can seem to be restrictive. To
provide greater access, remote cameras and “pointing systems” have been developed
that can move around a remote domain and through lasers, roving devices, and robots
with electro-mechanical arms, objects can be pointed to, identified, and discussed by
participants who are working at a distance [Kuzuoka et al. 1994, 2000; Yamazaki et al.
1999]. Each of these capabilities in some way seeks to enhance the presentation or
the capabilities of the embodiment. However, despite these enhancements, referring to
objects at a distance has still proven problematic. Experiments with these prototype
technologies reveal difficulties faced by the participants when they coordinate their
conduct within these environments, in how they identify objects or features of it in a
remote environment, and how they arrive (or fail to arrive) at a common orientation
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to an object. Remote participants may have difficulties making sense of what seems
to be a simple activity such as when a coparticipant points to an object in a mediated
environment. The activity becomes fragmented in some way and participants have
difficulties tying their colleagues’ actions (or the presentation of these) to objects in
their local environment [Gaver et al. 1993; Hindmarsh et al. 2000; Luff et al. 2003].
Problems of technologically-mediated referential conduct do not seem to be resolved
by providing higher-fidelity embodiments or a greater range of “embodied features”.
Indeed, curiously, despite providing fragmented views or projections of another, some
experimental systems seem more successful in supporting the ways participants re-
fer to objects and identify features of them for another. So, in systems like Agora,
participants seem to have fewer problems referring to objects and making sense of a
colleague’s conduct, even though only the images of the hands of a remote colleague
are projected onto the desk in front of them, and these images seem distinct from the
other displays provided by the system [Luff et al. 2006]. This may suggest that we need
to draw on a more refined characterization of how participants in everyday settings
manage to accomplish referential activities and how their talk, visual conduct, and
features of the environment are related.

3. A NATURALISTIC STUDY OF EMBEDDED INTERACTION:
ANALYZING IMAGES IN COLLABORATION

While seeming quite distinctive, the setting we consider in this article can be seen
to have many features typical of other workplace domains where participants in the
course of their work frequently refer to objects and features of objects. The study we
draw upon is of classicists who, as part of their everyday, scholarly work, analyze Ro-
man texts. Originally the study was undertaken within the program of e-research in
the United Kingdom that seeks to support scientists, social scientists, and scholars
working in the humanities. One objective of this program is to build Virtual Research
Environments (VREs) through which researchers who typically work apart can col-
laborate together [de la Flor et al. 2010a]. These environments could be based on
conventional workstations or they could make use of richer forms of video-based com-
munication such as those provided by the AccessGrid [Dutton and Jeffreys 2010]. With
regard to scholars in the humanities, like the classicists considered here, there seems
to be the potential for supporting their analyses of texts through the use of new tech-
nologies. Currently, sophisticated computational techniques such as image processing
are utilized to enhance images and thus assist them in their work. However, it was
not clear how to make the results of these techniques available to the scholars, what
kind of computational support could be offered alongside the images (e.g., for mag-
nification or annotation), or how collaboration between scholars might be facilitated,
either within a team or between researchers with similar interests who are located in
various institutions around the world. Our study was undertaken initially to identify
the requirements for a VRE for classicists. As well as observing scholars at work and
interviewing them, we video-recorded sessions where two or three classicists met to
discuss the interpretation of particularly complex texts.

In the following example of a collaborative analysis session, three classicists are
working together on a particular problematic text, written on an ancient wooden Ro-
man Tablet (called the “Tolsum Tablet”). The classicists bring to bear different kinds
of expertise for their interpretation: Axel specializes in the study of ancient literature
and its meaning, Rupert specializes in the study of ancient handwriting, and James
specializes in the study of ancient inscriptions. In this fragment they are trying to
analyze what is written on the wooden tablet and are trying to determine when it
might have been written. One of a set of images of the tablet, produced through novel
image processing techniques, is projected onto a screen. These techniques reveal what
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the tablet might look like under different lighting conditions and if features, like wood
grain, were removed. By providing different views of the tablet, the writing on it ap-
pears quite differently to that found in earlier photographs and suggests new readings
of the text. The scholars have been analyzing this text for a while and Axel has become
concerned that there do not appear to be any “A”s in the text. Axel suggests a form of
marks that might be an “A” and seems to find one in the image.

Fragment 1 (simplified)

I think it is actually there in (.) that form.
Yes, yes, so that’s the GARGILIUS?

As Axel starts to say “In fact, if you look at”, he moves toward the screen, followed
by Rupert. As he moves towards the image his rlght arm starts to reach out, his index
finger pointing towards the top right of the screen (1.1).

A: There’s got to be some “A”s in the text, (so) where are they?

R: Yes that’s true.

A: In fact, if you look at, if you look at if you look up here now you can see a
very similar one.

R: (right)

A: One there.

R:  Yes, yes.

A:

R.

Fragment 1
(1.1) Rupert Axel

A: if you look up here now you can see a very similar (one) (1.5) there
R: right Yes, yes

Axel moves closer to the screen (and towards Rupert) to a place where he is now
pointing almost vertically to a location at the top of the screen (1.2). As Axel says “a very
similar (one),” holding his arm outstretched, Rupert slightly readjusts his orientation.
Following this, Axel traces out with his finger a series of strokes over the image. As he
completes the final stroke Rupert utters “right.” Axel then repeats the shape, tracing
again with his finger a little more quickly. Rupert then says “yes, yes,” and the scholars
go on to discuss both the nature of the mark (it happens to be a form usually seen in
later texts) and a reading of the word that contains it: “Gargillius”.

The marks the classicists are viewing are hard to see in the image. Despite the
image processing it is still very difficult for experts to be able to distinguish marks
from the background, let alone clearly identify letters or the strokes from which they
are constituted. The scholars then not only have to identify various marks but also
try to get colleagues to see what they have noticed. So, it is not uncommon for them
to stand close to the projected images to discuss their interpretations. However, as
they locate a feature within a scene, the scholars need to assess how their colleagues
are orienting to their own conduct. As Axel produces his gesture with his right hand
and while looking towards the feature, his orientation allows him to monitor Rupert’s
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own movement towards the screen and Rupert’s orientation to the image. As Rupert
nears, Axel extends his arm, locating more precisely the place where part of the mark
appears. While holding his arm outstretched, Axel assesses Rupert’s orientation and
reorientation to where he is pointing. Only once Rupert seems to have located part
of the feature does Axel begin to trace around the whole form, first securing Rupert’s
alignment and then his agreement to his proposed interpretation of it.

The production of what seems to be a very simple referential activity, in this case
Axel pointing to a feature on the screen, is tied to the emerging talk, so that Axel’s
finger arrives over the feature just as he refers to the object: “a very similar one.”
This activity is also coordinated with Rupert’s own movement and reorientation: Axel
produces his conduct not only so that he can develop quite a complex gesture over
the image, but also so that he can assess Rupert’s participation and engagement, and
reshape and reconfigure his own conduct if necessary. The conduct is a collaborative
accomplishment that emerges through the contributions of both participants. It is a
sequential accomplishment, even if it is produced with and in relation to a single turn
of talk. Both participants contribute to its production in the course of its emergence. In
a turn of talk in fragment 1—“if you look at if you look up here now you can see a very
similar one”—Axel not only identifies the feature for Rupert tracing over the shape of
the image, but elicits an alignment from Rupert and in doing so, shows how the “A”
might have been written by the scribe in the 1st Century AD.

The scholars frequently animate the images in this way. In the following fragment
Rupert, while identifying what might be an “E,” suggests how the original scribe might
have produced the letter.

Fragment 2

R: =( ) he stabbed his (.)
stilus in

>And then gone down<
|bomp

And then he's done it again

A: Mm hmm

R: =0r? (.) (must be) h:he must've have gone
s:something like that

A: soit's like, 'E' something?

As Rupert says “and then gone down,” he quickly moves his hand down, pulling his
hand away sharply, uttering the word “bomp.” Through a simple gesture and vocal
expression Rupert reenacts how the stilus’ pressure could have made the mark and
the angle at which it may have been held. Their interpretations are not just a matter
of understanding the visual elements of an image, but reveal the material qualities of
the physical object and how it was manipulated. The classicists display these through
their own conduct, through their talk and visual conduct, this conduct closely tied to

ACM Transactions on Computer-Human Interaction, Vol. 20, No. 1, Article 6, Publication date: March 2013.



6:8 P. Luff et al.

features of the environment. Their referential activity is embodied but relies on being
embedded within the environment and for colleagues to see it as such.

Although the activities of the classicists may seem to be very distinctive, there are
numerous settings where participants analyze complex materials collaboratively, not
only in the humanities, but also in social sciences (in data sessions for example [Tutt
et al. 2007]) and in scientific domains, when complex images, scans, x-rays, and the
like are analyzed by colleagues working together [Jirotka et al. 2005]. In such domains
it is not only important that colleagues identify what they are referring to, the features
or objects within images for their colleagues, but also that they see these features in
particular ways. When interpreting the detail of a scene or image, participants animate
their conduct in different ways: through their talk, bodily conduct, and gaze direction.
As they do this they also need to assess the ongoing orientation of their colleagues
to what they are animating and showing. It is not only that their embodied action is
critical for this accomplishment but how it is embedded in the environment within an
emerging course of action.

4. TECHNOLOGIES TO SUPPORT DISTRIBUTED EMBEDDED ACTION

Perhaps the most obvious way of developing technologies to support embodied con-
duct is through video connections of different kinds, as in media spaces (e.g., Gaver
et al. [1992]). However, conventional video conferencing systems and media spaces
offer limited access to remote resources like documents. Even if additional document
cameras are provided, the images from these are often presented in a distinct area
so that gestures made on and around an object by a participant can appear fractured
from the conduct that is visible on other screens [Heath and Luff 1991]. Hence, a num-
ber of researchers have tried to develop “embodied” enhancements to media spaces,
most notably by projecting some features of a participant’s conduct, typically details
of the hands, into the remote domain [Fussell et al. 2004; Kirk et al. 2005; Kuzuoka
et al. 1999; Luff et al. 2006]. Recently, high-definition and high-fidelity video confer-
encing systems like HP’s Halo, Cisco’s Telepresence, and Polycom’s Open Telepresence
Experience have been introduced aiming to provide more coherent environments for
interaction. Utilizing high-bandwidth connections these systems can present real-time,
life-sized images of coparticipants with little delay, even when participants are many
miles apart. Perhaps more consequential has been the careful design of these and
a number of prototype systems, like BISi, which have been termed “blended spaces”
[O’Hara et al. 2011]. The designers of such systems have paid careful attention to
the aesthetics of the environment, removing as far as is possible visual elements that
may be distracting and endeavoring to present a space, similar to a boardroom, that
is continuous between two sites. They have also been concerned with how participants
appear so that, for example, shifts in gaze direction are consistent in the remote and
collocated spaces. This is not only facilitated by encouraging people to be seated along
one side of a desk but also by the placement of features, like the legs of a desk, to
be positioned so that the location of the participants is relatively fixed and related to
the orientation of cameras and displays [Gorzynski et al. 2009; Paay et al. 2011]. Such
careful design tries to ensure that not only a turn towards a remote participant has a
similar appearance in the local domain as it does in the remote one, but that there are
few places where there are blind spots or where a feature in the remote environment
appears in more than one space at the same time on the video displays [Paay 2011].
However, this consistency seems difficult to maintain when participants need to refer
to objects across the two domains. In the boardroom configuration it is hard to place
a “shared display” where documents can be presented. Separating one display in an
“information strata” distinct from (either above or below) the “social strata” where the
images of participants appear, fragments the conduct between the two [Gorzynski et al.
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Local
Participant,

el L

Fig. 1. A diagram of t-Room showing the layout of the monoliths from above (left); and positions of cameras,
screens, and presentations of participants in Tokyo (middle); and in Kyoto (right).

2009]. It is harder for the conduct and orientation of the local and remote participants
to be consistent, Since a gesture towards an object may not appear in the appropriate
orientation for all participants. Spaces like BISi try and address this issue by provid-
ing multiple “shared displays,” that make the orientation more apparent and also by
including tabletop systems to support more focused work [Broughton et al. 2009; Paay
et al. 2011]. However, by offering additional document cameras and screens where
images from these cameras can be displayed, these spaces are disjoint, so that even
a simple action like looking towards or pointing to an object in a remote domain can
be fragmented across and appear differently in the various domains provided [O'Hara
et al. 2011; Paay et al. 2011]. As O’Hara and colleagues suggest, we need to understand
whether these blended spaces resolve problems found in earlier media spaces, partic-
ularly by considering the interaction participants have in and through them [O’Hara
et al. 2011].

In this light, it may be worth considering the interaction of participants in a blended
space that seeks to support ways of integrating embodied actions within the distributed
environment. Rather than segmenting the space into distinct “strata” for participants
and objects, by mixing images between the domains it may be possible to integrate the
images of the coparticipants with the images of the objects. This approach had been
adopted by the designers of a prototype high-fidelity system developed by NTT Japan
called t-Room [Hirata et al. 2008]. T-Room uses high-definition video, large screens, and
image calibration and video-mixing techniques to provide more symmetric resources
for remote collaboration (see Figure 1).

A single t-Room consists of eight modules (called monoliths). Each monolith is made
up of a large 65inch LCD screen with a High-Definition Video (HDV) camera mounted
on it. The size of these screens and the image calibration allow life-sized images of
the remote participants to be displayed in the local t-Room. By configuring the video
cameras and screens and calibrating the images, the designers sought to maintain
spatial relationships between distant sites, so that activities, such as when participants
point to features, are consistent. Polarizing film is placed over each camera lens to
eliminate video feedback and also to capture only the views in front of the display. A
central worktable in the t-Room consisting of two 40-inch LCD panels with two HDV
cameras hung from the ceiling captures the activities above the table, for example, on
paper documents placed on its surface.

In addition to the monoliths displaying life-sized presentations of the coparticipants,
t-Room allows data sharing across sites; distant people can refer to documents, slides, or
moving images displayed on one of the monoliths. Rather than gesturing to a separate
display in the remote domain, the participant’s conduct appears so that it overlays the
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Fig.2. T-Room in two sites: Tokyo (left) and Kyoto (right). This image is taken from the experiments. Andrew
in Tokyo (on the left) points to a man on the screen which can be seen in Kyoto (on the right). At the same
time Helen in Kyoto points to the same man and is visible in Tokyo. It may be noticed that the angles of
cameras do result in subtle transformations in the ways the conduct is presented (for example, note the
angle at which Andrew’s arm appears in Kyoto).

images, he/she is referring to, as if the remote participant is positioned in front of the
item (see Figure 2).

Two identical t-Rooms were installed in the cities of Atsugi (near Tokyo) and Kyoto,
which are approximately 125 miles apart, and connected by a gigabit network so that
High-Definition Video (HDV) and audio data could be transmitted. The network de-
lay for video and audio transmission between the two cities was around 0.3-0.4 and
0.2-0.3 seconds, respectively; video and audio were not synchronized. The speed of the
connection and the size of the displays provide ways of presenting life-size images of
remote coparticipants in real time. It therefore seems to be a technology that could
support the kind of conduct required by researchers, scholars, and other professionals
who need to consider and discuss details of documents, diagrams, or moving images.
However, although seeming to offer a rich collaborative environment, it is apparent
that the technology does transform conduct in subtle and curious ways. There is a
slight delay in the transmission of the images from each monolith that is not coordi-
nated with the sound, or with the images from the other monoliths. This means that the
production of a gesture (and the accompanying talk) may appear differently to a local
colleague than to one at the other site. Moreover, as conduct is displayed on flat screens
it only can appear in two dimensions to a remote participant. When discussing details
of complex materials these transformations might be consequential. As underpinning
the original initiative to develop VRESs is an aim to improve collaboration between re-
searchers from different specialties, between distinct disciplines, and across national
boundaries, it did seem worth assessing the applicability of the technology to support
such activities. Even though it is a large, complex, and expensive system, given its
ability to capture and present a rich form of “copresence,” t-Room would seem to offer
appropriate capabilities for a VRE. Assessing it might reveal critical barriers for the
deployment of, and the key capabilities required in, simpler configurations.

5. ASSESSING DISTRIBUTED EMBEDDED ACTION

There are many practical problems of assessing distributed technologies like t-Room.
For example, as the sites are many miles apart there are simple problems finding ap-
propriate participants for an assessment which needs to be undertaken in two different
locations at the same time. It is unlikely to find a reasonable number of participants
who, while having different forms of expertise, have a common set of skills to analyze
complex materials. Such materials would have to be relevant to the participants to in-
vestigate and explore while away from their worksite. Any tasks the participants would
undertake would need to resonate with the activities found in workplace settings, but
not necessarily reproduce them. What seemed critical to investigate was the extent to
which the technology facilitated the coordination of referential activities through the
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technology. The tasks needed to afford opportunities for participants, through their
talk and visual conduct, to refer to objects and features in both their own and their
colleagues’ environments. As in many other cases with prototype technologies, it is
often infeasible to deploy these in situ, or assess them in the working environment,
with an appropriate set of skilled participants, or even with the types of materials,
data, and resources participants use in their everyday work. Therefore, we undertook
a quasi-naturalistic experiment where participants engage in an open-ended task or
set of activities using a prototype technology [ Benford et al. 1999; Gaver et al. 1993;
Hindmarsh et al. 2000; Luff et al. 2003; Yamazaki et al. 2008]. In the case of t-Room, as
we were concerned with how the technology might transform collaborative interpretive
practices, we required participants to undertake some form of analytic work.

Given it was infeasible to involve a number of participants with a very specific
form of expertise, the design of the quasi-naturalistic experiment drew from the study
of classicists [de la Flor et al. 2010a, 2010b], and similar kinds of analytic work by
other researchers in the humanities [Eden and Jirotka 2012] and by social scientists
[Tutt and Hindmarsh 2011]. Although it was recognized that the participants could
not draw on very specific knowledge of a domain, the design of the task required
the participants would need to not only identify objects from within complex scenes
and locate features in images, but also engage in some kind of reasoning about what
is being viewed. Through the tasks the participants would need to be able, through
their own conduct and the presentations of their conduct in the remote domain, to
discuss their interpretations of an image, display their understandings, and contribute
to their colleagues’ analysis of the materials. More specifically, this kind of analytic
work involves the participants in:

(1) analyzing complex materials together, rather that one individual presenting a
previously developed analysis to all the other coparticipants;

(2) engaging in forms of referential activity other than simple pointing (e.g., counting,
animating details, comparing features within and across images);

(3) developing interpretations that rely on matters that are not directly visible in the
images;

(4) involving colleagues in different forms of participation, including focused discus-
sion of details, engaging in parallel but related activities and undertaking distinct
tasks; and

(5) juxtaposing details of the images with physical objects like paper documents.

Considering how classicists and other researchers engage with colleagues and the
materials they have available, it should be possible for the participation in the activity
to shift from moment-to-moment.

The materials chosen for the experiment were clips from the films of Alfred Hitchcock.
We checked all participants had knowledge of this director’s work and designed a set
of tasks where participants not only had to locate features but reason about them.
Hence, the participants were asked to accomplish a range of activities from trying to
find Hitchcock within a clip, distinguishing people who were involved in an activity in
some way, discovering the order in which a series of actions happens, attending to the
details of sequences of activities, and mapping out the features in which a scene takes
place. The activities mirrored the collaborative research meetings we observed. They
also required participants to attend and discuss features of complex materials, make
notes of these, and consider a range of representations of these materials. Because of
familiarity with the work of the director, participants often drew on their knowledge of
the films in question in their discussion. The complexity of most the scenes also required
participants to pay close attention to the materials being presented and all contributed
to the discussions, not just through talk, but also through their visual conduct. The
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Fig. 3. Participants reconfiguring their positions in the t-Room experiments, for example, pointing towards
the screen from a distance (left); moving close to the screen to identify a detail (center) or gathering around
a document on the tabletop (right).

tasks which had been developed required them to refer to quite fine details and hence,
engage in a collaborative referential activities.

Following pilot experiments we undertook a series of five quasi-naturalistic experi-
ments, each involving groups of four English-speaking participants. The participants
were given a 10-minute introduction to the technology and the task, and each exper-
iment was followed by a short debriefing to collect the comments of the participants
about the use of the system. The tasks the participants were given lasted around
90 minutes. We collected materials from six cameras (three from each t-Room) and
drew on the materials collected to analyze the participants’ collaboration through the
system [Luff et al. 2011].

6. THE ACCOMPLISHMENT OF DISTRIBUTED EMBEDDED ACTION

In each of the experiments the tasks seemed to be engaging and provided opportunities
for all four participants to find objects collaboratively and identify features of those
objects in the moving images. The tasks also seemed to encourage the individuals to
develop flexible forms of participation in the activities; they could move around the
space and reposition themselves with respect to the conduct of their colleagues, to the
details on the screen, and to features of documents on the tabletop (see Figure 3).

In the course of their activities the participants frequently referred to objects on the
screens, not only through their talk but also through their visual conduct, frequently
pointing to the screens and gesturing over them. In the following fragment, the
participants are trying to find Hitchcock in the party scene from the film Notorious.
Alex (A), in Tokyo, has made one suggestion which has been rejected. Fernando (F),
in Kyoto, has noticed a blurred bald figure in the background who looks like Hitchcock
and asks to review the clip to see if “he is going to be there again.” As the bald man
appears Fernando utters “the- there there” and moves towards the screen holding his
right arm towards the screen.

Fragment 3
Mary Ken Fernando
Alex (obscured)

F: the- there there

M: okay

Fernando keeps his arm outstretched, even as the shot changes. Fernando turns to
his coparticipants in Tokyo, Alex and Ken (K), and gets some acknowledgement from
them (both nod, Ken also points to the screen and Alex says “yeah”) that they have
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noticed the person. He also secures a response from Mary (M) who is standing across
the table from him.

Fernando then goes on to discuss whether the man he has pointed to is indeed
Hitchcock. Fernando’s conduct, a simple pointing to the screen, secures engagement
from all three coparticipants, both in Kyoto and Tokyo. Through the technology he
identifies a feature for his colleagues, they seem to recognize what is being pointed
at, and Fernando assesses that they each have located that feature. This provides a
foundation for quite a long discussion about whether this is or is not the same man as
one they have previously rejected.

The accomplishment of this referential activity through t-Room would seem to res-
onate with how such activities are accomplished in naturalistic settings. Indeed, in this
case Fernando is referring to a moving image, the “referent” of his gesture disappears
almost as it reaches its full extent. Fernando seems to adjust his pointing in light of
not only the changing image, pulling his finger in while still holding his hand out to the
place where the feature appeared, but also with regard to the conduct of both his cop-
resent and his remote colleagues. Once he secures a response from all his colleagues,
Fernando reorients away from the screen. T-Room allows, within the articulation of
a single turn of talk, for participants to identify features for colleagues, to monitor
their ongoing response, and transform their activities in light of the conduct of their
colleagues. The accomplishment of this referential activity relies on coparticipation of
others. In this case, the recipients respond in distinct ways.

The participants did engage in discussions over competing interpretations of the
images, for example, regarding who the characters were, when certain features were
visible, the ordering of activities, and why certain actors carried out particular actions.
They also drew on what could be seen in different shots to assemble a coherent sense of
a scene, to map out the sequences of actions undertaken by actors, and even to identify
anomalies in what was being presented. So, for example, in the following fragment John
(J), in Kyoto, is describing a sequence of activities performed by one of the characters
in the clip they are currently replaying.

Fragment 4

Penny John

I (.) she looks at him

and then (.) there and back
P yeah

ey
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John accompanies his talk with a series of gestures to the screen. As he extends his
arm and says “she looks” (1.1), Penny (P), in Tokyo, also turns toward the screen. John
then provides an extended account of the clip, pointing next to a character on the right
as he says “at him” (1.2), another on the left, uttering “and then there” (1.3) and back to
the right again, saying “and back” (1.4). He then withdraws his hand. John’s gestures
seem sensitive to the conduct of Penny, only starting the extended account once she has
oriented to the screen. Penny in turn seems to follow John’s conduct, confirming part
of his description. John’s conduct over the screen is shaped in light of the participation
of his colleagues. He not only identifies an object but animates a series of actions that
is about to occur in the clip. This relies on others seeing his action with respect to
what appears on the screen, and him seeing their conduct as tied to his own and his
own environment. This being achieved when the participants are actually in locations
many miles apart.

The technology, therefore, seems to facilitate quite rich forms of collaboration where
participants not only make use of how their actions appear to a colleague but also
how this appearance can be reconfigured in the course of an activity. The participants
seem to rely on their ability to produce sequentially embodied actions, to monitor the
actions of the colleagues as they were being produced, and develop their conduct in
light of the participation of these colleagues. Perhaps more critically, the orientation of
the “shared screen” and overlaying of images of the participants onto its contents allow
for a coherent way of embedding action within the environment. A participant can not
only assess a remote colleague’s activities in light of his own, but can also assume
that the ways in which it is being seen remotely is similar to how it is being produced
locally. This is accomplished without providing participants with images of how their
conduct appears in the other domain (refer to the vanity monitors often offered in video
conferencing systems).

This is also despite the t-Room transforming both the appearance and timing of a
participant’s conduct. As the appearance of person’s image is two-dimensional on the
monoliths, a remote participant may appear to be looking at one party, while actually
oriented to a local colleague standing next to him, the so-called “Mona Lisa” effect.

Moreover, time delays can mean that an action by a remote party may appear some
time after it was produced. For example, in the following fragment the participants are
trying to find Hitchcock in the opening scene of North-by-Northwest. In Tokyo, Andrew
spots Hitchcock in the clip and points toward him.

Fragment 5.1 (Tokyo)
Andrew Brian Helen
Francis {out of frame}

A: Here he is (.} right? H: HERE

As Andrew brings his hand down he sees Helen also point to the screen at Hitchcock,
seemingly in response to his prior action. Helen seems to confirm his identification,
while also saying “here.” However, for Helen the appearance of the conduct is slightly
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different. For her (in Fragment 5.2), she also points to the image of Hitchcock as he
appears on the screen.
Fragment 5.2 (Kyoto)

Andrew Brian Helen Francis
partly out of franel

H: HERE

A: Here he is (.} rightt
(images taken from the experiment at the same time as Fragment 5.1)

In Kyoto, Andrew’s arm starts to extend while Helen is withdrawing her own hand
back down towards the table. Hence, for Helen, Andrew’s conduct appears to be re-
sponsive to her own.

In the experiments there are numerous occasions when this apparent anomaly oc-
curs, and yet it seemed to pass unnoticed by all the participants. Indeed participants
found it quite surprising when the delay was mentioned in the post hoc interviews.
The participants seemed to assume a coherence to their conduct. In part, despite the
delay, it is still possible to assume a coherent sequential production of the conduct; the
delay of 0.3-0.4 seconds appears long enough for participants’ conduct not to appear to
overlap and not too long to seem noticeably absent. From what they have available and
the talk and visible conduct of their colleagues, the participants seemed to have the
resources not only to make sense of their colleague’s actions but to assume that their
own conduct was being seen as coherent. This is despite the technology introducing
transformations into the spatial and temporal organization of the activity.

7. DISCUSSION

Technologies that aim to offer rich forms of real-time distributed collaborative work
seem to offer the potential of addressing problems faced by contemporary dispersed
organizations, whether these are to enhance communication between participants in
different continents or to support cooperation when undertaking tasks and activities
remotely. Sophisticated techniques have been developed so that participants can see
presentations, “embodiments”, of their remote colleagues at a scale and orientation that
replicates the effect being in the same domain. Great attention has been paid to gaze
direction and shifts in orientation so that these, too, seem consistent in local and remote
spaces. However, what still seems problematic, even in advanced blended systems, is
how other features of work and the material environment can be integrated into these
technologies. It still seems difficult to develop ways in which such technologies can
help resolve those persistent and pervasive problems where participants need to refer
to objects in a remote domain for colleagues. Even when great care is taken over the
presentation of bodily orientation, a gesture, such as when someone simply points at an
object, becomes fractured between different displays, strata, or spaces. It seems hard
to provide distributed environments where participants can embed occasioned features
of the environment within ongoing courses of activity and interaction.

T-Room is a prototype technology that aims to provide a coherent environment in
which remote participants, through their talk and visual conduct, can refer to ob-
jects and details of these objects even though they may be a great distance apart.
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monolith

monolith

0 . Objects in this area can be:

seen in both monoliths.

Fig. 4. For pairs of monoliths the cameras corresponding to the display can have some overlap. This overlap
is greater the further conduct is away from the monoliths. Compare with similar mapping of overlaps in
HP’s Halo [Gorzynski et al. 2009] and “dead zones” in BISi [Paay et al. 2011]).

Participants in the experiments with t-Room did seem to manage to identify objects,
animate features of these objects, and discuss fine details with both local and remote
colleagues. Perhaps, more consequentially, the participants seemed able to assess the
ongoing production of a colleague’s activities in light of their own, so that, for example,
they could recognize that a feature of the environment had been noticed and noticed in
an appropriate way. T-Room did, to some extent, seem to allow for participants in the
experiments to embed their activities into a geographically dispersed environment.

Because of a number of pragmatic constraints at this stage t-Room can only be
assessed through quasi-naturalistic experiments. The participants did not bring to
bear the different kinds of experience and expertise that academic researchers could
when analyzing the materials, they were provided with. Nevertheless, the participants
did manage to coordinate quite complex collaborative referential activities with both
local and remote colleagues. This is despite t-Room transforming the appearance and
ordering of these activities.

T-room not only transforms the appearance of gaze direction but, in common with
other blended spaces, it alters the appearance of conduct across the displays. The bezels
at the edge of every display mean that a remote participant’s conduct appears fractured
when it crosses the boundaries of two monoliths. Moreover, as each monolith is flat
and arranged at angles from those on either side, there are places where two of the
corresponding cameras capture part of the same image (see Figure 4). Hence, the same
aspect of the conduct can appear in two images at the same time (e.g., Fragment 5.2).

These transformations did not seem to disrupt the conduct of the participants in the
experiments with t-Room. In some respects, some of the constraints inherent in the
design of the system seemed to facilitate the accomplishment of referential activities
in the distributed environment. In contrast to the blended spaces discussed by O’Hara
and Gorzynski and colleagues [Gorzynski et al. 2009; O’'Hara et al. 2011; Paay et al.
2011], the designers of t-Room sought to encourage activities that were close to the
monoliths. The centrally placed tabletop systems constrained the participants to be
close to the screen, sometimes restricting their movement, encouraging them to stand
closer to the displays and hence reducing the possibility of producing conduct that
appears in multiple monoliths at the same time and perhaps diminishing the effect of
rendering the participant’s conduct in two dimensions.
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In this article we have focused on the activities that participants accomplish over and
around the shared display, however, when engaging in other aspects of the tasks they
did utilize paper materials and the projections made available on the tabletop. When
engaged with these materials the participants adopted a range of configurations so
they could not only work together over the paper and projections but also relate these
activities to what was presented on the shared display. In reviewing this materials it is
apparent that this often required explicit discussions on where to position themselves
and about the material they had available. There were occasions when conduct did
appear fragmented and was noticeable by the participants, for example, when partic-
ipants in the two different sites stood on the “same” side of the space (e.g., Figure 3,
rightmost image). Here, the appearance of conduct would be incongruent, as on both
sides the remote participant would seem to be behind the local one. The appearance of
conduct over the shared table, such as that with the hands, would be fractured from
the appearance of the body in the monolith. Moreover, when participants were in this
position, if one turned “towards” the other, then for their remote colleague they would
appear to be turning away. In this configuration a gesture towards an object, say the
movement of hands towards a piece of paper on the table, would be fractured from
the appearance of the “embodiment”. In common with other media spaces, t-Room
disrupted the sequential production of referential activities. This was noticeable by
the participants and may be why they tended to choose to work across the table from
each other. A more thorough analysis of how participants work on such heterogeneous
materials across different kinds of displays may reveal the nature of these problems
and also how participants manage to assemble coherence when working across the
resources they have available to them.

The experiments also point to more generic issues that need to be addressed when
considering interaction in technically mediated spaces. When considering the prob-
lem of deictic reference in CVEs, Wong and Gutwin [2010] note that its successful
accomplishment does not necessarily rely on its accuracy of representation and, in-
deed, understanding “natural pointing” might offer a resource for the design of such
collaborative systems [Wong and Gutwin 2010]. It may not just be made by considering
rich presentations of embodied conduct, but how its emergent and interactional nature
can be made apparent so that distributed participants can collaboratively accomplish
referential actions. Here, resilience to certain kinds of delay and transformation in the
appearance of conduct might be consequential. Gutwin and colleagues consider, again
with respect to CVEs, how participants cope with different kinds of delay and note that
this may be related to the granularity of the turns being taken [Gutwin et al. 2004].
Studies of the accomplishment of naturally [2000] occurring referential activities re-
veal how talk, visual conduct, and features of the material environment are finely
interweaved (e.g. Goodwin [2003] and Hindmarsh and Heath [1999]). When consider-
ing the effect of delays in more complex technically mediated environments not only
do we need to consider how these might disrupt sequences of talk (see Ruhleder and
Jordan [2001]), but also how they might transform the sequential production of visi-
ble and audible conduct. As O’Hara notes, despite the great efforts made in developing
technologies like blended spaces and the care taken in trying to present “embodiments”
of remote participants in coherent ways, we still have few empirical studies of how par-
ticipants accomplish activities within them [O’Hara et al. 2011]. Studies of interactions
in blended spaces such as t-Room might not only suggest the kinds of ways resources
could be configured but also suggest ways in which we might develop novel ways of
understanding and analyzing the long-standing problem of managing delays in video-
mediated interaction and how we might develop techniques sensitive to these practices.

When we consider the difficulties faced by participants in media spaces, CVEs, and
other forms of technologically mediated interaction [Heath and Luff 1991; Hindmarsh
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et al. 1998; Luffet al. 2003], the configuration of life-sized and high-fidelity presentation
of embodiments made possible in t-Room seems to provide a more coherent environment
for action. However, blended spaces such as these are large and can be difficult to
configure. The experiments with t-Room can suggest particular features that smaller,
more lightweight technologies might need if they are to offer practical support for
real-time collaborative work. Such features might include, for example, preserving
the vertical orientation of the screens, but only providing displays that present the
trajectory of an upcoming referential activity and the object being referred to.

The participants in the t-Room exercise did seem to manage the incongruities in
the environment, and yet did so through the course of their own actions, drawing on
assumptions about their and their colleague’s standpoints. Although it seems like a
simple action, in a referential activity such as when a person points for another to an
object, participants reveal in the course of a momentary embodied action not only their
relation to their own environment, but also their sensitivity to how another can see
and understand that conduct, as if they themselves were in the other’s place According
to Garfinkel 1963.

“By contrast the person’s assumption of the interchangeability of stand-points is meant that the person
takes for granted, assumes that the other person takes for granted, assumes that the other person does
the same, and assumes that as he assumes for the other the other assumes for him, that if they were to
change places so that the other person’s here and now became his, and his became the other person’s,
that the person would see events in the typical way as does the other person, and the other person would
see them in the same typical way he does.”

Garfinkel [1963]

This assumption of the interchangeability of standpoints rests not only on considera-
tions of the orientation of others and their viewpoint, but also on how and when others
act in the environment.

Providing resources for participants to unproblematically refer to remote objects has
presented challenges to those designing collaborative systems. Early media spaces took
a straightforward approach to resolving these problems. They provided visible presen-
tations of a remote coparticipant: real-time, highfidelity embodiments. These technolo-
gies allowed participants to see their remote colleagues, their facial expressions and
gestures. Recent blended environments have provided high-fidelity embodiments and
paid great attention to the orientation of participants’ gaze and body direction. By
focusing on head-and-shoulders views of participants as they sit at a desk, these ef-
forts have addressed many of the discontinuities found in earlier media spaces and
simpler commercial video conferencing systems. However, focusing on the body and
embodiment presents the danger of neglecting ways in which referential activity is
accomplished within a course of emerging collaborative activities.

By focusing on the body, even advanced blended spaces seem to direct attention away
from the environment in which the activities are embedded. It is not just that a gesture
needs to be seen accurately by a remote participant. The remote participant needs to
recognize shifts in another orientation and assess the relevance of such transitions.
The environment, the local ecology in which the action is embedded, is critical in this
regard. A coparticipant needs to be able to make sense of a course of action as it
is produced with respect to the occasioned features of the environment, and display
this understanding in respect to these self-same features. When an emerging course
of action appears embedded in the environment, participants do seem to be able to
assemble and produce coherent coordinated conduct. When the emerging conduct is
fractured within the local ecology, even if it appearance is accurate, then referential
activity can be problematic.
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Despite helping to direct attention towards critical aspects of everyday action, such
as carefully considering the material and physical nature of conduct, the concern with
embodied action may unwittingly direct attention away from how conduct is embedded
within a local ecology. Inadvertently it can resonate with conceptions of interpersonal
conduct offered by researchers who are concerned with how gaze direction, visual, and
bodily conduct feature as communicative acts that are, despite offering sophisticated
analyses of body orientation, configurations, and gestures, often considered distinct
from the environments in which they are produced (e.g. Kendon [1990]; Argyle [1976],
and Kendon [2004]). In order to inform the design of technologies for embodied inter-
action, our analyses, as Goffman [1964] suggests, need to direct attention towards how
participants embed their actions within the local and material environment:

“The individual gestures with the immediate environment, not only with his body, and so we must
introduce this environment in some systematic way ... while the substratum of a gesture derives from
the maker’s body, the form of the gesture can be intimately determined by the microecological orbit in
which the speaker finds himself. To describe the gesture, let alone uncover its meaning, we ... have to
introduce the human and material setting in which the gesture is made” ...

[Goffman 1964, page 164]
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